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plausible deniability in information systems and
its impact on infosec practice
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ABSTRACT

In this paper, we describe the need for plausildeiability in
everyday social relations. We are specifically @ned with
everyday practice of plausible deniability in infaation systems
and not in the mathematical models associated withaceable
communications and steganography. We provide tveangles of
technologies that require deniability for differgmirposes, and
characterize deniability in terms of interpretatidmowledge,
oversight and interpersonal relations. We furthesatdibe the
implications of deniability on information securitythodoxy, by
discussing how this pervasive social practice irgp#oe design
of novel technology, the evaluation standards dieetll systems
products, and the management of information secwrithin
organizations.
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Design, Security, Human Factors.
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1. INTRODUCTION

In the past few years, both in the security andhiea Human-
Computer Interaction (HCI) communities, severalhawt have
highlighted the importance of plausible deniabilitysocial rela-
tions, and how it is enacted in technologically-matsi commu-
nication.

Notwithstanding this great amount of interest, ¢hir still little
research in technologies and mechanisms that é@kplsupport
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plausible deniability as part of their design. @ftplausible deni-
ability is merely a byproduct of design choices] &@not sought
intentionally.

In fact, deniability is at odds with traditionalcsgity principles

such as accountability, responsibility and attiitnt For exam-
ple, the ITSEC (Information Technology Security HEnion

Criteria) defined information security as: “confidrlity, integ-

rity and availability” [ITSEC]. At least two of tise defining char-
acteristics (integrity and availability) are in serway contrasting
with the idea that individuals should be granteckeain amount
of unaccountability within information systems. lorder to

achieve plausible denial, an individual may haveuggest inter-
pretations of information which impact its integriand may have
to reduce availability of certain information tdets.

However, there is strong evidence that deniabitigy be an es-
sential characteristic of successful communicatitechnology.

Studies in social psychology indicate that a sutisthamount of
deceptionis involved in everyday interactions [DePaulo]. $flof

these practices that social psychologists blungifiné as decep-
tive, would not be frowned upon by most people. Example,

people may “bend the truth” in order to conformetgectations,
achieve social goals, or avoid unwanted or unpldgasanse-
guences, as suggested by the title of this articléact, the prac-
tice is so pervasive that it may be more approptiaavoid a term
with negative connotation such aeceptionand instead talk
about more neutralocial practices

Plausible deniability is an integral part of theseial practices,
because it affords the necessary leeway for indalglto engage
in these practices without, or with reduced, feareairibution

[Walton]. In this sense, if social relations canrhetaphorically
likened to a machine, plausible deniability mayresent its lubri-
cant.

From a social standpoint, plausible deniabilityé antithetic to
the generation of trust—in fact, it actually enhesi¢he opportu-
nities for increasing interpersonal trust, but sthow out irrele-
vant bumps while allowing individuals to concergr#iteir social
efforts on the relevant disagreements. It benéfitth parties in-
volved, by allowing them to ignore issues whichmiide explicit
may require effort and time to resolve.

Plausible deniability also involves social exercise, and is not
merely the prerogative of an individual. It regsireoth sides to



conform to a certain conduct, in which the partyovi$ claiming
deniability expects the other party to yield to fheusibility of his
or her claims.

Plausible deniability is a concept deeply rootetiardy in social
relations, but also in judicial practice. We wibhtndelve into the
details of legal literature on plausible deniapjltbecause it would
bring the discussion too much out of scope. Howewre may
observe how the concept ofasonable expectation of privacy
originating in the United States from the Forth Adment (and
compellingly described, in terms of the impact aédarn tech-
nology, by the Supreme Court in Katz vs. US [Kat#fines the
practical bounds of plausible deniability.

In technologically mediated communication, achigvpiausible
deniability requires both parties to be comfortabith the use of
the specific technology. There have been numerocsuats how
cell phones are used for this purpose (see for papAoki]). In

fact, the finely crafted affordances of cell phdnesable a social
protocol that allows individuals sufficient leewfy claiming not
having heard the phone ringing. Other successfunaonication
tools also incorporate features that allow usersnigage in plau-
sible deniability practice®(g, Instant Messaging [Hancock]).

These authors show that plausible deniability ignaportant re-
quirement for information technology, especiallyr fartifacts
meant to support communication amongst individuidlis how-
ever difficult to design for deniability in practicbecause the very
concept represents a departure from establishadrityepolicy
and functions, both from a technical standpoint andrganiza-
tional one. On the other hand, compelling evidesumggests that
it is a fundamental social need and that ignortncan very well
cause acceptance problems, can contribute to uadasitle ef-
fects (such as organizational sclerosis), or olatnigjection of the
technology.

For these reason, we think it is due time thatsé@urity commu-
nity acknowledges the need for deniability and edsbhis con-
cept in the design, evaluation and management fofnmation

technologies. The remainder of the paper is orgahas follows.
In section 2, we describe some of the related vasdund the
concept of plausible deniability and how it hasrbepproached
by sociologists, social psychologists, politicalestists and in-
formation security researchers. In section 3, wecdee two dif-

ferent applications which expose plausible denigbdynamics

! As an example, consider just the process invoimeghswering
to a phone call. When somebody calls, the phoneretifly
whirrs or flashes and shows the calling numberame on the
display. If the owner is driving, or in a meetig or she might
well not even hear the vibration, or suffer onlpréef distrac-
tion, and safely ignore the call, knowing that tadl will be di-
verted to the voicemail system. Response in thée cadelayed.
The user can also check the phone number on tpéagiand
answer (or not) accordingly. One might also commaita to the
other side one’s unavailability by diverting thél ammediately
to voicemail without letting the phone ring furthéffordances
are carefully crafted. The number of rings befootivating
voicemail (4 in many cases) allows for three-wagpmse (an-
swer, close the connection or ignore the call), altmvs two-
stage communication patterns back to the calleugst for at-
tention, denial/acceptance by the called userahctelivery of
information by the caller).

and needs. In Section 4, we indicate how plausibleability can

be characterized and in section 5 we suggest theeqoences of
such characterization on system design, IT evaoaind infosec
management.

2. RELATED WORK

In his 1975 seminal bookhe Environment and Social Behayior
Altman characterizes the process of creating pyiseca bound-
ary setting process [Altman]. This process involvesitorial
behavior in the effort of creating a personal spawe adjusting its
boundaries dynamically, based on the needs of tment. The
relationship between plausible deniability and aciy is two-
edged. On the one hand, a certain degree of prigaggcessary
to enable credible denial in a social setting. s dther, plausi-
ble denial can be used to create the conditiongmuwndhich the
individual can be carve out his or her personatepa

Palen & Dourish have compellingly translated thisihdary set-
ting process into terms applicable to current imfation technol-
ogy [Palen], and specifically cite plausible deiligbas imper-
iled by the perpetual storage of individuals’ peoinformation
(such as writings or pictures) on an ever-expandifigrmation
network that allows anybody easy access and search.

Plausible deniability is typical of verbal commuation practices
and may involve deception in various forms. Waltbescribes
plausible deniability in terms of public discoursed links it to
the evasion of burden of proof by the party clagndeniability.
His account is rather negative, as it deals maitis the conse-
quences of libel and unsubstantiated anonymousnsldiy the
press.

More positive characterizations of deniability sgtom ethno-
graphic studies of the communication patterns antfotg adults
and teens. DePaulet al. engaged in an extensive diary study to
pinpoint the degree, reason and effects of deaepticeveryday
communication [DePaulo], in which deniability plags impor-
tant role. Other studies have specifically targetesl teen-parent
relationship [Jensen, Knox] and characterize lyimghese rela-
tionships as a necessary component of the creatiself-identity
in teens and of the ensuing separation process thenparents.
Other studies involving the use of mobile telecomioation
technologies by teens in Japan and Norway [ltoglsiress the
importance of the qualities of tool like text megisg, which
allow hidden interaction (e.g. writing text messagepossible in
situations which are tightly controlled) and alsrduple interac-
tion in the temporal dimension allowing for moreway in struc-
turing communication.

The theme of deception in mediated communicatic rbeaently
received much attention in the Human Factors conitjnuAn
article by Hancoclet al. [Hancock] has investigated the use of
deception in instant messaging, as opposed to emdilvoice
communications, and has linked the amount of demepb the
type of medium, explaining differences based ondgbalities of
the medium itselfé.g, email is stored and thus affords less de-
ception for fear of being caught)

Aoki and Woodruff describe the process of plausibdmiability
as that of making place for stories, and suggestdpecific prop-
erties of imperfect technologies such as cell peafford interac-
tional ambiguity. They stress the importance ofséhémperfect
technologies, another concept alien from the tiauid security
perspective that is focused on guaranteeing theldes of integ-



rity. Interactional ambiguity is a concept very santo plausible
deniability, as it implies a high degree of shakedwledge and
intentional forgoing by one of the parties.

In the security literature, plausible deniabilitgshreceived atten-
tion, especially in relation to the discussion ofoaymity and
unobservability. Chaum'’s idea of untraceable etettr mail us-
ing Mix networks allows parties to communicate motly un-
known to third parties, but potentially also to omeother
[Chaum]. World-Wide-Web Mix networks have been igpl
mented commercially for a brief period of time ailbwed indi-
viduals to surf web sites while preserving plawsiténiability of
their actions.

One of the driving motivations behind the idea ofiltlateral
Security [Rannenberg] is that of allowing individigo use tele-
communication services without having to accountitf¢e.g, for
accessing counseling services carrying social stjgfiuller].
Various techniques have been proposed for thisgsespinclud-
ing Mix networks for ISDN [Pfizmann].

Plausible deniability is also one of the reasomgmly research in
steganography, as some steganographic technigloes tal hide
encrypted (pseudorandom) text into chaffing messdbat are
difficult for an attacker to prove constituting aotual encrypted
message [Chapman].

The work in the security community has approachedissue of
plausible deniability from a mathematical standpostriving to

provide strong proofs that a certain communicati@chanism or
algorithm makes it unfeasible to trace a commuigoaback to its
owner. This aspiration for total unaccountabilityght however
be politically impractical (considering current uation govern-
ing telecommunication services wiretapping), tostiyo (given

the impact of the organizational practices necgssarcomple-

ment strong technical security functions), andmatiely unneces-
sary.

In this article we espouse however a different aggh to plausi-
ble deniability, which is more attuned to the mayoof day-to-
day, benign social interaction. This approach viéwisrmation
security fundamentally as a risk reduction exercisenhich the
cost of access to information or of its misuse aehas practical
deterrents in most cases (similar in spirit to Bt/e€oncept of
optimistic security [Povey]).

3. EXAMPLES

In this section we briefly describe two example leggpions we
have had the chance to observe during developmeéwbi institu-
tions we have worked at. We will concentrate ondpecific as-
pects related to plausible deniability. The firsample relates to
the use of digital videorecording technology inssl@oms for
supporting behavioral interventions with childreiithrearning
disabilities [anonymized reference]. The secondredte is a loca-
tion-enhanced messaging system which has beerulijecs of a
specific deployment study regarding plausible deaifitg of loca-
tion disclosure [anonymized reference].

Besides providing a source for requirements andirgtimg in

real-world experience, we hope to convey also tlessage that
plausible deniability is very tightly related tdf@nmation security,
both because it needs security functions to beesaeti and be-
cause it impacts the security of the people usiegéchnology.

3.1 Example 1. Classroom Recording
Videorecording technologies in classrooms have lmeposed
several years ago for aiding intervention therapth whildren
with learning disabilities [Guidry]. Videos can bery helpful
both as a therapeutic suppogtd, observing children’s behavior
in class so that professional therapists do nod nedollow each
child in person—therapists are often a scarce apereive re-
source), as communication toel.q, with parents) and as training
material for new therapists. However, one problehsideo is
that it requires much time for post-processing fideo to be use-
ful, and a dedicated operator which can operatedugpment.

For this reason researchers have proposed systanatttomati-
cally record classroom experiences, and allow smplgging
mechanismse.g, when the teacher thinks something of interest
has happened) to index the data for further redtippnonymized
reference]. However, constant recording in clagaohits against
strong resistance form a multiplicity of sourcesnm related in
some way to the concept of plausible deniability.

First, teachers (who are the first-level administrs.of day-to-day
behavioral interventions in many cases) often adtyged door
policies which do not allow the presence of thiattjgs in the
classroom during class. More than a form of heddangfear of
criticism, teachers point out that their resistadegives from a
defense oprofessional independence, both as a matter of princi-
ple and of dignity (one teacher we talked with riered that
especiallywell respectedeachers may be most adamant about this
independence). Teacher may want to avoid havings par re-
cording be taken out of context, thus influencihgit perceived
performance.

Second, parents (both of the children subject teriention and
of the others in the inclusive classroom) may beceoned with
how theirchildren will appear in videos, and often wish to retain
both editorial and dissemination control on thedored material.
In most cases parents may actually be more thdimgviio allow
use of the videos, especially if the child is pay&d in a non
negative light.

Third, school administrators seek protection agdaimability
risks. Liability risks vary widely within regions in thé&nited
States, as some parts of the country have statlgtizigher rates
of claims brought onto the educational system ftegad mal-
practice. For this reason, administrators as welpeofessional
therapists (who are often dispatched to specifsegan a need
basis) resist having recorded evidence that mighsubpoenaed
for this purpose.

All three these concerns are at least partiallpaed by a desire
for plausible deniability. In the case of teachamd administrators
one might argue that these concerns includes ndhddo ac-

count for each and every mishap that may happeherschool

and avoid consequences for minor incidents or tsts that may
be misrepresented. In the case of parents, the eoaitern is that
of protecting the social appearance of their cbitdf.e., plausibly

projecting a favorable image of them).

Clearly, effectiveoversight does exist in these environments:
individuals or entities within the organization aamforce specific
codes or performance standards, and intervenesiesaaf actual
malpractice, but many feel that the benefits of/asive recording
may not outweigh the loss of “contractual power’baied in the
current social arrangements within schools. Soreeatfists even



go as far as suggesting that the recording of viskey be too
dangerous in all but carefully planned settings.eWibr justified
or not, this kind of resistance can spell the failof a specific
technology if designers do not take into considenatstake-
holders’ concerns. For this reason, making plaesigniability a
primary concern of the requirements analysis sderbe the only
viable option for a successful deployment.

3.2 Example 2: Location-Enhanced M essag-
ing Application

The second example is a location-enhanced messagiplira-
tion, which allows the user to send location retgi&s others by
using a regular cell phone. The application alldies other party
to respond with a self-defined location. That lie tocation is not
a geographical coordinate as provided by GPS, Haba indi-
cated by the user, such as “home” or “office”. hder to stream-
line interaction, the application presents to tligcldsing party
only the labels that are nearby his or her curgaugraphical
location. However, only labels are transmitted lie tequesting
party. This feature is fundamental in achievinguplble deniabil-
ity and sets this system apart from other simitaration-based
services such as AT&T Find People Nearby.

The design and development process that led taggcation is
detailed elsewhere [anonymous reference]. We caratenhere
only on the aspects relating to plausible denighilBased on
available literature, which is in part cited aboes, the use of
computer-mediated communication within plausiblenideility

practices, we decided to evaluate whether the egifmn would
support plausible deniability [anonymized refergnaering a 2-
week deployment with 11 participants (2 familieshvmeenage
kids).

Cases of outright deception about location occum&dtively
rarely during the deployment; however, participantsur studies
indicated that in those instances having the optiodeny their
actual location would have been quite importantr Qarticipants
affirmed that they would lie about their locatian arder topre-
servetheir individual privacy, or as a way odichieving positive,
longer-term, social effects (e.g., not telling the wife while at a
particular store before Christmas). Participante Wit a need to
deceive demonstrated the ability to do so withapplication (by
manipulating place names and outgoing messages).

Participants by and large rejected an “automafityfeeeature we
had offered as part of the design (by enabling théture, the
phone would automatically respond to other’s lamatiequests).
The main justification was the fear of loss of cohbver disclo-
sures and the risk of confounding the receivindypaith inaccu-
rate disclosures.

Thus, the expressive freedom that the users cdpipécation had
for indicating their location allowed for sufficiefevel of plausi-
ble deniability. As a side note, in a antecedemtlstparticipants
were asked whether a hierarchical modulation oftioo preci-
sion would have served the purpose of plausibleathdity (i.e.,
indicating the city instead of the street name)ti€ipants over-
whelmingly indicated that they would not have usieid kind of
“fuzzying” for maintaining their privacy. This sugsts that the
practices involved in plausible deniability may rize properly
supported by naive assumptions about varying degreecation
precision (state, city...) but may require more neghresponses

(such as ignoring requests, skirting questionsemyimg “busy”
or with other evasive answers).

In this casepversight may be provided by the telecom operators
who may be in the position of preventing abuseyiéis any other
telecommunication service transported on their ngtw

4. CHARACTERISTICSOF PLAUSIBLE
DENIAL

In the light of the two examples reported above,digeuss now
characteristics of plausible deniability which wenk have the
greatest impact on the information security practis discussed
further below.

4.1 Ambiguous Interpretation

First, plausible deniability implies that a certawvent or piece of
information be open to multiple interpretations.isTis compel-
lingly described by Aoki and Woodruff [Aoki] in rafion to the
process of answering a cell phone.

In the case of location disclosures above, a “busgssage or
ignoring a reply might both indicate that the réait of the re-
quest is busy. However, the first reply providesaaknowledge-
ment of the state of the exchange to the requeptinty, whereas
simply ignoring a request leaves the other parti wie doubt of
whether the message was delivered, viewed and isialeavas

made not to answer. Clearly, the two cases proiiffereht inter-

pretations, and different social consequences.

In the case of the classroom recording, we mentighe risk of
malpractice suits brought on to schools. Clearierpretation of
actual events is greatly impacted by the presericeécb data
(video recordings). If video recordings are avdéaland obtained
legally, they may be used in legal proceedings andalance
plausible deniability, regardless of their incotraterpretation if
they are taken out of their original context.

4.2 Lacking Knowledge

Different interpretations are as much a functionsefection of
evidence as they are a product of ambiguous otingdknowl-
edge. In order to achieve actions that can bepregzd in differ-
ent ways, designers can make specific securitytiume and ar-
chitectural choices. For example, in the mobilatmn disclosure
tool described above, the very content of the dedid messages
lends itself to ambiguous interpretations that éeapace for sub-
sequent denying their content. For example, in daployment
study for that application, instead of replyingtwthe name of a
certain shopping mall, one participant told one ilarmember
that he was “running errands” as a way of avoidjugstioning
regarding Christmas gifts.

Of course, architectural qualities of the technglogust support
the generation and propagation of this kind of @umbus knowl-
edge. Unobservability of actions (as defined in theltilateral
security literature) enables plausible deniabitifyactions. Confi-
dentiality is required to maintain the segmentatitbcommunica-
tion that enables plausible deniability of specififormation,
such as someone’s location.

4.3 Oversight Structure

Oversight is fundamental to the plausible denigbitionstruct.
Without oversight against abuse, the system magkbdewn and
plausible denial may quickly degenerate in mistrist example,



when discussing the first example, rejection okwidecording in
classrooms is only possible given that teacherdrasted of not
abusing their unaccountability, and other oversigiethods are
available.

Likewise, while occasional denial may pass unndtigersistent
lying by a teenager to the parents about his orldeation may
carry strong negative consequences. In extremescéseation
information can be sought directly from the operaés has hap-
pened in a number of cases in which cell-id tratsacecords
have been used to trace the movements of allegadhats.

Resorting to oversight functions carries often ghhtost which
may be warranted only in specific circumstanceg,(the sub-
poena or warrant needed for accessing locationrirgtion from
an operator). This balancing ensures that plaudieleiability
practice conform within a range of socially accepbtehaviors: in
ordinary circumstances, the person claiming deliiglian rest
assured that his or her “deviations” will not becovered, while
exceptional circumstances may still be prosectited.

4.4 Interpersonal Relations

Plausible deniability is largely an interpersonedqtice, as sug-
gested by the surveyed literature. This is dueetel interre-
lated reasons, whose discussion is not in the sebfiee present
article. By contrast, inter-organizational relasoare often struc-
tured regulated by contracts, case law and legislatt the level
that concerns us (i.e. information technology ségui=or exam-
ple consider the Sarbanes Oxley Act in the UnitedeS [USC2]
which vastly increased accountability requiremefiots publicly

traded companies.

This is clearly manifested in the second examplevabEven in
the first example, plausible deniability reallyatss to situations
in which the party claiming deniability is an inglual, even if an
organization may take his or her defense as a natteesponsi-
bility (e.g, in the case of a malpractice suite against thealc
system, centered on a specific teacher).

This observation provides a good structuring tomi $ystem
analysis: in all information systems where indiatku are in-
volved attention should be given to plausible deifitg.

However, it should be noted thaithin organizations, individuals
still have a need for plausible deniability. If Ejstems mediate
relations or engender practices between the orgtimiz and an
individual that is in some form subject to the grigation, deni-
ability should be accounted for (see below: infdiora security
management).

5. IMPACT ON INFORMATION SECU-
RITY PRACTICE

We have described two salient case studies that simat are the
plausible deniability concerns of users of inforimattechnolo-
gies in very different settings and we have subsetlyicharacter-
ized the concept of plausible deniability in thantext. Now, we
will discuss the impact of each of these charesties on four
aspects of information security: the design of tetbgy, evalua-
tion and certification standards, information sé@gunanagement
and regulatory intervention.

2 This interpretation conforms to our view of infation security
as balancing risk and cost.

5.1 Technology Design

Over the years, the security community has devofeadh efforts
in building increasingly sophisticated access ansystems,
encryption mechanisms and network security toolswéVer,
from the HCI literature we know that technologyised by peo-
ple in ways often unforeseen by the developersnférj and that
in order to create truly secure systems understgnidinecessary
of how they are used in practice [Zurko]. We wolik@ to high-
light the role of design features that have an chmga users’
security but are not strictly speaking securitychions.

For example, in the mobile location-enhanced mésgaapplica-
tion described above, the ability of sending plaames instead of
geographical coordinates may not be technicallecurty fea-
ture. Nevertheless, it has a strong impact on gersu security:
not only it allows the user to plausibly deny hisher presence at
a certain location as part of everyday social adgon with
trusted friends, but it also helps protect the a@cphysical secu-
rity of the user in the case of requests by indigld impersonat-
ing some friend, as it discloses a name that introases is not
easily traceable to a physical location, withoubwtedge of the
customs and habits of the disclosing party.

In this case, what provides the security propestypat an access
control system but simply flexibility in the formatlon of a reply

message. The flexibility in defining the label oduces a level of
ambiguity in the interpretation of the reply whitdverages off

partial knowledge.

There are other ways of introduciambiguity as part of a tech-
nical design. For example, Hoeg al. discuss the privacy features
of Confab, a system for the automatic managemergeasonal
contextinformation for ubiquitous computing (in the ubitpus
computing domain, “context” refers to incidentalfonmation
regarding a user or system, such as his or itditogg[Hong]. In
that system the default (unless otherwise authdyizesponse to
any query for personal information is “unknown,” ather it ex-
ists or not. This introduces ambiguity in the dasig the system,
thus enhancing the ability to plausibly deny therisscontext.

The need fooversight structures, from the technical standpoint,
translates in the presence of some kind of Tru3teidd Party
(TTP). The specific enactment of these TTP entitketeft un-
specified, but invoking their functions should lmeremensurate to
the effects of the abuse of plausible deniabilitythe case of the
cell-phone based messaging application the TTP beaye tele-
com operator. In the Confab system described ath@/@ TP may
be the context service provider.

As mentioned above, thaterpersonal nature of plausible deni-
ability should be accounted for. Successful messpgystems
support various degrees of plausible deniabilitg are adopted
for different uses also based on how difficulsitd achieve deni-
ability in practice (compare the type of convexsathappening
through email vs. on the phone [Hancock]). Secugtyjuirements
analysts should account for these differences araditeps in all
designs that support some form of communication remiadi-
viduals

Summarizing, we offer the following suggestionswas/s to ac-
count for plausible deniability into informationstgms:

— consider all aspects of design with security imgilins, not
just narrowly defined security functions;



—  built, into interpersonal communication tools, geiens for
plausible deniability. Example of such provision®:ain-
creasing ambiguity in the information managed lgydysstem
(e.g, by providing multiple alternatives for a specifidor-
mation item); leaving more control on disclosediniation
to users; and, in case of doubt, disclosing lessifip, rather
than more specific, information.

— identify and correctly price access to redress wgrsight
mechanisms to avoid abuse of plausible deniability.

5.2 Security Evaluation and Certification
Standards

Although the limited market success of the Commoite@@a and
other IT security evaluation and certification stards may cause
to question their future use as normative instrusjene think it
is important, due to their strong influence on ¢keeurity commu-
nity, to highlight how supporting plausible deniégiin commu-
nications might impact these instruments.

The Common Criteria (CC) include a Privacy Classtéjinnova-
tive for this kind of standards originating fromlitairy security

requirements), which includes functional requiretaeaddressing
the areas of anonymity, pseudonymity, unlikabilignd unob-
servability [1ISO15408]. For example, the anonymfityictional

requirement (FPR_ANO.2) may allow to specify thateb server
must protect its users by avoiding the collectidrtheir IP ad-
dresses during accesses to the website.

However, we have seen that there is more to pleudiniability
than the ability of sending anonymous messages. Gdramon
Criteria are ill fit to describe more complex rétats between the
users of the system. For example, it may requireptex fiddling
with access control requirements to describe aireaent such
as: “only location labels and not actual geograghooordinates
are transmitted between users of the system.”

Adding requirements that guarantee that certairorimétion
within the system may be subject ambiguous interpretation
may be even more complicated. In fact, one of theed principal
goals of the CC is that of assurimformation integrity Over-
sight structures in the form of TTPs are really not éeen by the
CC: the standard still endorses a monolithic vidwhe system
where users, administrators and owners share the gaals and
are governed within the same organizational strectu

All in all, security evaluation and certificatiotasdards, such as
the Common Criteria [ISO15408], only consider segufunc-
tions as part of the application requirements umdeiew during
an evaluation as part of the Protection Profilee¢8ity Target
documentation. Other features which may have agtaffect on
user security are ignored by these standards. Hsusformation
technology will be used in more diverse and pemeasiettings,
the Common Criteria risk becoming increasingly nralized as
evaluation systems because they fail to addressetiiéssues of
concern to the users.

One possible option for addressing these concertisat of ex-
panding the Common Criteria to address more “héytell' secu-

3 Similar problems with the expressive power of tbemmon
Criteria were exposed in previous work attemptiagspecify
Protection Profiles for remailer mixes. [anonymoeference]

rity requirements, either through custom addititmthe standard,
or as part of a future, more flexible standard.

5.3 Information Security Management

Within the domain of information security managemenrimi-

nal) liability concerns may curtail the applicatiohthe following

suggestions for recognizing plausible deniabildgypart of organ-
izational structure. Information management witlsmmmercial
and government organizations is increasingly regdlay legisla-
tion, such as data protection legislation like HFPRJSC1], fi-

nancial transparency laws such as the Sarbaney-8gtdUSC?2]

and information security regulation such as FISNUS{C3].

However, there are still many cases in which thevabsugges-
tions may be applied.

Consider the case in which employees use of compsystems
for purposes unrelated to their occupation, espgda informa-
tion services that cater taterpersonal needs. This is a practice
often tacitly allowed in organizations, where wddge discipline
and organizational sensibility allow it. Howevearely do infosec
policies within organizations acknowledge thesectizas. Inter-
national Standard 17799 does not even contemgiat@ersonal
use of information systems, which might have sigaiit impact
on security [ISO17799]. In fact, that standard emds close
monitoring of user information systems for the msp of detect-
ing misuse. Complete logging of all user activitynsatesam-
biguity and curtails the ability of engaging in plausib&niability
practices even for activities which may as wellHa@mless and
are, as we have seen, necessary for conductinthhealeryday
social interaction.

Organizational policies supporting plausible detigbin this
case would include provisions for avoiding or riesitng the log-
ging of the activity of individual users within thieformation
system (such as instant messaging for personabpesp.

Oversight functions may still be part of the policy (sucheasa-
bling logging in specific circumstances), but speauthorization
may be required to enact these functions, in ai@érighten the
cost of accessing them and preserving limited umat@bility.

One way of introducing plausible deniability asaknowledged
and regulated part of organizational security goliould be to
create a two-tier management system. At the lovesr some
activities such as the personal use of computistesys may be
explicitly allowed. This would codify institutioniaked practice,
thus avoiding the dangerous situation in whichcidfi policy is
not representative of actual organizational behayibthe second
level, this kind of policy would still retain theption of enforcing
regulation, in extreme cases of abuse, in whictctse of access-
ing the oversight functionse(g, obtaining an authorization from
an executive) would be commensurate to the potedémage
caused by misuse.

6. CONCLUSIONS

Information security research has by and largerigmahe social
need for plausible deniability. The mathematicahrfolations of
the concept proposed by research in untraceableagieg and
steganography really do not reflect the ways peepfage in this
practice in everyday life.



The result is a potentially dangerous mismatch betwexpecta-
tions of security of products and organizations tair actual use
and behavior in everyday life.

Based on our research on applications of informatézhnology
with significant end-user privacy and security cems, and with
the help of two example applications which undetvggnificant
requirements analysis and development, we chaizetire social
practice of plausible deniability in a way that dae applied to
information security research at three distinctelsvduring de-
sign of novel technology, during its evaluationdaturing man-
agement.

Specifically, we invite, with documented argumemtssearchers
and practitioners to:

— consider all aspects of design with implicationsimerper-
sonal communication, not just narrowly defined sitgu
functions, as part of the analysis of security negments;

—  explicitly built, into interpersonal communicatioools, pro-
visions for plausible deniability;

— explicitly plan,and price adequate)ythe access to redress or

oversight mechanisms to avoid abuse of plausibieatié-
ity;
— expand evaluation standards such as the Commoerigrio

address higher level security requirements thatedexant to
the users;

— introduce plausible deniability in information seityy man-

agement practice®.g, by employing two-tier management

structures.

We think that this shift in priorities for the seity community

will be necessary in order to continue cateringh® needs of the
inhabitants of a society increasing permeated aediated by
information technology.
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