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Abstract

In common security protocols, principals are assumed to execute precisely the security protocol
under consideration unless they are corrupted. Also the security models, analysis methods and proofs,
proposed in the literature so far, rely on this approach. However, a protocol principal that has predefined
feature set and that is unaware of the protocol it is involved in (protocol unawareness) has not been
considered in the literature so far. An important and widespread class of protocols with this property
consists of web-based applications that require to only rely on a standard web-browser due to cost-
effectiveness and usability reasons. Hence, corresponding security services also rely solely on a browser
for interaction with the user and establishing a security context. The browser has its own behavior since it
reacts on a set of predefined messages, adds information to responses automatically, and stores histories
in potentially adversarial environment (e.g., Internet kiosk at airport). Further, standard browsers simply
do not execute most of the known security protocols for which security proofs exist. Hence, the security
of the surrounding protocol can be crucially affected by the behavior of the browser.

In this paper we introduce the paradigm of protocol-unaware parties, and propose how to handle
these parties for formal security proofs. In this context, we focus on the browser-based protocols where
our primary goal is to discuss how to model these protocols, and how to approach them when proving
them secure in such a model. We also suggest how to close the gap between model and reality by means
of a wrapper. Our main goal is to present methods, principles, and a systematic approach to practitioners
to model and analyze security protocols deployed in the practice, e.g., those based on browsers.

1 Introduction
In the last decade the need for distributed applications over open environments have received much attention
by the research community and industry. These applications are becoming very sophisticated and confront
us with challenging problems regarding the security and usability requirements: on the one hand these
applications have to fulfill requirements on confidentiality, integrity and reliability. On the other hand they
should be easy to use, not require too much knowledge from the user, and provide the desired services to
the user transparently.

To analyze the security of the corresponding protocols, security and cryptographic research provides us
with a variety of useful methods, security models and definitions. However, in security protocols, principals
are assumed to execute precisely the security protocol under consideration, unless they are corrupted. This
means that these principals are protocol-aware. Consequently the security models, analysis methods and
proofs, proposed in the literature so far, rely on this approach.
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Our new paradigm: However, these methods do not consider those parties that are protocol-unaware,
i.e., have no information about the surrounding protocol where by surrounding we mean the protocol in
which the principal is involved. More concretely, these principals have own behavior, i.e., they may react
only to a set of predefined messages, may process and store security-critical information in potentially
insecure places, and may need the assistance of other principals to access certain information (e.g., login
information). We call this paradigm protocol unawareness. Hence, a protocol-unaware principal with own
behavior can lead to major security problems for the surrounding environment and protocols. In Section 2
we will consider a concrete real world problem.

Concrete applications/protocols: Let us consider an important class of applications which is affected by
this new paradigm: web-based applications. They have become very attractive to industry and into the focus
of research, such that we use them as our running example in this paper. The motivation behind web-based
services is to allow an easy deployment of applications at low cost and without specific user education: here
users are provided with a browser that has some basic capabilities. Using the browser, users can request
certain services and get back a view of the results. The desired services may be offered by a server or by
computer systems of several affiliated enterprises while the required computation for the users’ requests
should remain transparent to users. The browsers in these applications do not require the installation of any
special client software. This requirement is called zero-footprint. Also the corresponding security services
must be zero-footprint, i.e., only a browser is used for user authentication, and, when needed, for retaining
a secure channel with the user. Additional security relevant attributes about the users are requested from a
third party and transmitted through a secure channel.

A prominent example of browser-based security protocols is identity federation, that aims at linking a
user’s (otherwise) distinct identities at several locations. The idea behind federated identity management
systems is to allow individuals to use the same identification information to sign on to the networks of
several enterprises in order to conduct transactions, e.g., to access certain services. The partners in such sys-
tem depend on each other to authenticate their respective users and vouch for their access to services. The
advantage is that companies can share applications without having to adopt the same technologies for differ-
ent services, security and authentication, and reduce user management costs (such as the cost of password
helpdesks and user registration and deletion.) Some concrete (and complex) browser-based security proto-
cols are, e.g., Microsoft’s Passport [8], the Security Assertion Markup Language (SAML)1 standardized by
OASIS [43], the Shibboleth project for university identity federation [7], the Liberty Alliance project [40],
and WS-Federation [19, 20].

Security models and proofs: In most of these applications it is important that only registered and au-
thorized users can securely and reliably access the desired services or resources. In security protocols the
typical approach is to establish a secure channel. This is performed by a key exchange, based on local
master keys, master keys shared with a third party, or public-key certificates, and to subsequently use the
established key to secure the communication. For this a variety of protocols have been proposed in the lit-
erature starting with the seminal paper [31].2 Moreover, many researchers have investigated the systematic
security analysis of these protocols using various models and tools such as [28, 21, 27]3, [26, 29, 9], and
[12, 32]. Further, cryptographic proofs of key-exchange and authentication protocols were initiated in [2].
Modeling secure channels by a comparison to ideal secure channels was introduced in [42, 36, 6]. Analyses

1It defines authentication and attribute tokens usable for identity federation, as well as basic profiles (protocols in typical security
terms) for using these tokens.

2a vulnerability in one of the original protocols was later found in [25].
3based on abstractions of cryptographic primitives introduced in [11]
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specifically for SSL and TLS were made in [44, 30, 33, 24]. These considerations are close to underlying
mechanism used in browsers.

Browsers as protocol-unaware parties: However, standard browsers simply do not execute most of these
protocols. The only exception is 2-party authentication through establishing SSL or TLS channels where
the browser has a client-certificate on its own. However, this technique has several drawbacks. It is not
considered truly zero-footprint, as users have to obtain a client-certificate for their browser. Also, users may
not easily use different browsers at different times (e.g., kiosk scenario). And finally the client-authentication
is bound to the browser itself (due to the browser’s certificate) and not to the user who is actually browsing.
Hence browser-based protocols are different from all protocols for which prior security proofs exist.

In case of Federated Identity Management systems, several papers have considered their vulnerabilities,
in particular for Passport [23], the Liberty enabled-client protocol [39], and a SAML profile [16]. Others
discussed privacy design principles and details [38, 34, 35]. Also the analysis of web services security pro-
tocols [15, 4] is related as they partially use the same security frameworks and introduce techniques for the
analysis of real standards. Basic browser-based authentication without federated identity management is
discussed in [14]. Apart from [17], which took a first step towards proofs of browser-based protocols by
explicitly making top-down assumptions about the browser, the common approach is to identify vulnerabil-
ities. Then, one tries to remove them and revise the protocol, as far as these security weaknesses could be
disposed.

Now past experience in protocol design has shown that incorporating countermeasures against known
attacks does not guarantee to recover all vulnerabilities. Hence it is desirable to devise security proofs.
However, existing security proof techniques, both cryptographic techniques and formal-methods techniques,
are not trivially applicable to protocols with protocol-unaware principals such as browser-based protocols.
The new paradigm arises by the reason that a protocol-unaware principal, such as a browser, sticks to its
own, predefined behavior which can have impact on the security of the surrounding protocol as pointed
out before. In common security protocols, principals are assumed to execute precisely the security protocol
under consideration unless they are corrupted. A browser, in contrast, reacts on a set of predefined messages,
adds information to responses automatically, and stores certain information such as histories in places which
cannot always be assumed to be secure, e.g., in an Internet kiosk at airport. We will consider a concrete real
world attack scenario on SAML, found in [16], in Section 2.

Our approach and goals: Therefore, a detailed and rigorous browser model is a prerequisite for convinc-
ing security proofs of browser-based protocols, and no such model exists so far. For the resulting model,
one has to assume that a real browser does not perform additional actions, because it seems that for most
security protocols arbitrary additional actions could destroy the security. Hence, it is not enough to make
a minimal model covering the few messages and parameters explicitly used by security protocols, but one
has to get as close as possible to real browsers. Due to the limited capabilities of a browser, the user at the
browser is an active participant and certain assumptions must be made about the user as well.4 Hence, we
also model the security-relevant browsing behavior of a user, i.e., a machine that implements the explicit
constraints on a user that are needed for protocol proofs, but still allows arbitrary behavior apart from that.

Our main goal in this paper is to discuss the paradigm of security protocols with protocol-unaware
principals, and to present methods, principles, and a systematic approach to practitioners to model and
analyze security protocols with unawareness property in the practice. For this we focus on solutions for a
class of protocols with widespread applications, namely, browser-based protocols with zero footprint. We
demonstrate our approach to the new paradigm with browser-based protocols as running example in three

4e.g., that the user verifies that a secure channel to a trusted server is used before entering an important password.
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steps. Firstly, we discuss models for browsers as protocol-unaware principal. Due to lack of space, however,
we restrict ourself to an introduction without going into details. Of course, we have already started with
fundamental theoretical basis for research in this area [18], and modeled the major building blocks for
browser-based protocols. Our framework presents a rigorous and abstract model for a standard web browser
as a principal for these protocols. We believe that we have captured the major explicit and implicit browser
features that play a role in typical browser-based protocols. We call the corresponding features main feature
set. Secondly, we explain different proof techniques employed by research for security proofs and their
suitability for protocols with protocol-unaware parties. Thirdly, we discuss how to close the gap between
formal models of protocol-unaware parties and their counterpart in the real world. Real web browsers
exemplify this problem very well, as most real browsers have many more features than the modeled main
feature set. Hence, security proofs in the model would not necessarily carry over to the real world. We
discuss the approach to tame real browsers and introduce a special browser component or proxy, called
browser wrapper. The idea is to have a user-friendly tool that reduces the feature set of the browser to one
for which the surrounding security protocols are proven secure (main feature set). Hence, we can prevent
that the protocol-unaware party browser breaks the protocol with yet another undocumented feature.

2 A Real World Scenario

The SAML Single Sign-on Browser/Artifact protocol [43] is one prominent example of a security protocol
that is executed with a protocol unaware client. It is a three-party entity authentication protocol with a
protocol-unaware standard web browser as principal.

We have three parties involved in the authentication protocol: an identity supplier S, a browser B, and
identity consumer C. The task of S is to authenticate the user of browser B by some means and to generate
a security token for higher-level authentication. C accepts such security tokens for user authentication.
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Figure 1: Protocol flow of the SAML Single Sign-on Browser/Artifact profile

The protocol itself is depicted in Figure 1 and works as follows: The protocol assumes that the user U

has been once authenticated to S. U requests for a target page target at C. In Step 1, it is then redirected5

to URI S
6 of identity supplier S requesting for a single sign-on page. The user of browser B performs a

password-based user authentication in Step 1.1 authenticating for an identity idu . The identity supplier
5
Redirect() and GET() are http protocol messages.

6Uniform Resource Identifier, an address for a resource available on the Internet.
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generates a signed credential token and responds with a redirect to C including a random number r into
the redirect by means of the so called SAML artifact art . The browser B reacts to this redirect response
by requesting the URL radr specified by the identity supplier S. Hence the browser B establishes a secure
channel to C and sends a GET request including the SAML artifact art . Upon such a request the consumer
C establishes a secure and mutual authenticated channel with the identity supplier and transfers the artifact
to S. Given such an artifact art , supplier S looks up the corresponding credential for idu and sends it to
the identity consumer. After that the identity supplier deletes the artifact. This is important as this enforces
the so called one-time property of the artifact. If S sees the artifact a second time, it will not recognize it
anymore. With the artifact the identity consumer C identifies the user behind browser B. Consumer C sends
the target page accordingly or an error if something went wrong.

This protocol (i.e., SAML Single Sign-on Browser/Artifact) may be modeled in one of the known se-
curity models, with protocol machines, solely executing the protocol specified and analyze the protocol
rigorously. However, we may not be able to find a vulnerability, and we may even be able to prove this pro-
tocol secure in the model with protocol machines. The main reasons for this conclusion are: (i) all parties
involved are assumed honest, (ii) supplier S and consumer C have explicitly established a trust relationship
in the setup and use mutual authentication, (iii) the insecure connections do neither carry confidential data
nor has an adversary a benefit from manipulating their messages, (iv) all other data is transfered through
secure channels, (v) the artifact is random (assumed to be hard to guess) and may only be used once, and
finally (vi) the token is signed by S.
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Figure 2: Referer Attack on the SAML Single Sign-on leveraging browser B being not protocol-aware

All this sounds reasonable. However, the security analysis [16] has introduced an attack based on special
properties of B. We present this attack of [16] in Figure 2 starting with Step 1.1. Having a look at this attack
with our paradigm in mind, it becomes clear that [16] used the protocol unawareness of B to break the
SAML protocol. Loosely speaking, the adversary provokes an information flow of the SAML artifact art

by interrupting the secure channel between machines C and S. Let us start with a Step 3 redirect in which
the browser B arrives at C and hands over the artifact art at URI C. Observing such request, the adversary
interrupts the secure channel between S and C. Note that the artifact art then cannot be transfered to
identity supplier S and therefore will not be invalidated. As a first result, we see that there exists a valid
SAML artifact. Not being able to establish a channel to S, consumer C will respond to the browser with an
error message. We assume that this error message contains a link to an insecure HTTP URL and that the
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user clicks this link.7 Now, the protocol unawareness of the browser comes into play. If a browser comes
from a source which has its own URI, a browser may include the preceding URL into the so called Referer

tag of the new request. In our concrete example, a browser would include the full URI C into the Referer tag
which includes the SAML artifact art . Therefore, the browser exposes a still valid artifact to an insecure
channel and therefore breaks the protocol, since the adversary may eavesdrop the artifact and use it in a
Step 3 message.

The protocol scenario discussed above demonstrates that a protocol may be perfectly secure if its mod-
eled as protocol machines solely executing the protocol specified. Further, it demonstrates that the protocol
may be completely broken nevertheless because of the protocol unawareness of a participating party. It
shows that neglecting the behavior of a protocol unaware principal will put the protocol security at stake.

3 Security Models

Meanwhile there exists a large body of literature on security proofs in cryptography and security where we
find a variety of security models and proof techniques. A typical technique in classical cryptography is to
prove security properties of protocols by reducing their security to an underlying cryptographic assumption
or primitive (e.g., if an adversary can break the protocol under consideration, then it will break the underlying
signature scheme assumed to be secure.) Also, other types of proofs may be used such as static information
flow analysis or backward chaining of a desired security property to underlying assumptions or security
properties of primitives.

Another method for protocol proofs was introduced by the ideal-world/real-world paradigm, in which
one compares an ideal system with a real system and proves that the real world is “as secure as” the ideal
world. Canetti [5] and Pfitzmann/Waidner [37] both developed the ideal-world/real-world paradigm for
reactive systems and formalized a generic notion of simulatability and composability. The advantage of this
method is: once one has proven a protocol or primitive “as secure as” a corresponding ideal system one
can exchange real protocol instantiations with the corresponding ideal functionality and analyze the security
with the ideal component.

We concentrate on the Pfitzmann/Waidner model and use reactive interacting I/O automata connected
by ports as basis. By means of such automata, one models protocol machines in the real world that jointly
execute the protocol. One complements the machines with an honest user H, which models a higher protocol
layer (e.g., an e-commerce application) or ultimately the user of the protocol. Also, one complements the
protocol machines with an adversary A that usually schedules all network traffic and may eavesdrop as well
as manipulate messages sent over insecure channels. Protocol machines may be corrupted by the adversary
and then become part of the adversary machine A. Machines H and A form environments in which the
protocol specified may run.

To prove the security of a protocol one designs an ideal world where everything that might possibly
happen is good by design. In this ideal world, one designs a trusted host TH that executes the designed
protocol always according to the specification. The ideal TH replaces the protocol machines that we have
in the real world and, therefore, TH controls the same ports the protocol machines would in the real world.
This ideal world normally does not bother for cryptography but achieves the security goals in a bullet proof
and easy to understand way. Very loosely speaking, one then proves that everything that may happen in
the real world can also happen in the ideal world. A bit more formally, we describe “as secure as” for a
system with real machines M̂1, a protocol interface S and ideal machines M̂2, in our case consisting of a
trusted host TH corresponding to M̂1: M̂2 = {TH} (also depicted in Figure 3 with simplified machines).
(M̂1,S ) “as secure as” (M̂2,S ) means: for every configuration conf 1 = (M̂1,S ,H,A1), there exists a

7As all common e-commerce sites contain a non-HTTPS link to their main page, we can safely assume this.
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Figure 3: Reactive simulatability (“as secure as”) of real machines M̂1 and ideal machines M̂2 (only con-
sisting of trusted host TH)

configuration conf 2 = (M̂2,S ,H,A2) (with the same H) such that the view of H in both configurations
is indistinguishable, i.e., view conf

1
(H) ≈ view conf

2
(H). Pfitzmann/Waidner name this property reactive

simulatability. In the case of blackbox simulatability A2 consists of a fixed submachine, a simulator, using
the real world adversary A1 as black box.

How does those approaches work when a protocol-unaware party is involved in a protocol run? One
might be tempted to abstract from the protocol-unaware party and model it as a protocol machine as usual.
But then this protocol machine may not reflect the behavior that the protocol-unaware party has. Thus,
protocol proofs do not carry over into reality. A more promising approach is to model the protocol-unaware
party with all its properties independently from a concrete protocol. Given such a generic formal model,
one realizes the surrounding protocol including this party and tries to prove the security properties of the
protocol.

One may still approach proofs with the ideal-world/real-world paradigm, yet for protocol-unaware par-
ties with large state machines and much other behavior, this may be tedious as ideal systems need to reflect all
imperfections of the protocol-unaware party involved. Also, proving indistinguishability between probabil-
ity distributions of the views of ideal and real world may not capture the intuition of practitioners designing
those protocols. More handy as a first step into the area of protocol-unaware parties comes the classical
proof of specific security properties such as authenticity, confidentiality or integrity. One backs up the proof
with invariants about the behavior of the protocol-unaware parties, protocol parties and interactions between
them. A prominent example of such invariants are static information flow analysis that state to which vari-
ables and ports certain information may flow. Building upon the invariants one proves a security property
of the protocol at a time. We sketch an example for such a proof for a single sign-on protocol involving a
protocol-unaware browser in Section 4.4.

4 Browser Model

In this section we focus on the browser model and explain informally its main components, their roles, and
their relations.

4.1 Overview of Main Components

We begin with the general structure of browser-based protocols, and proceed to an overview of our model
for security analysis and proof of such protocols.

Browser-based protocols generally involve a browser and a number of servers. The protocols are client-
server based with a browser as client.8 Therefore, the initial authentication of the user behind a browser is an

8In general, browsers have the capability to engage in client-authentication, however the users usually do not install the certifi-
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integral part of all browser-based protocols. In the standard case, this initial user authentication is performed
by means of the user’s knowledge of a username-password pair for another entity, such as a server trusted
by the user or a local wallet. Browser-based protocols bootstrap the initial user authentication for various
applications, such as stronger proofs of authentication to other parties, authorization, attribute or credential
exchange, pseudonym establishment etc. Because of the limited cryptographic capabilities of a standard
web-browser and the anonymity of the browser itself, browser-based protocols are very vulnerable to man-
in-the-middle and replay attacks. Therefore, beginning with the initial user authentication, browser-based
protocols must use an unbroken chain of secure channels to the final protocol application, e.g., accessing the
desired resources or services. Browser-based protocols may transfer data during such protocols in general
by means of two main messages: they may transfer data as part of the body of HTML forms and use HTTP
POST requests to send them to servers.9

Browsers may also transfer data as part of the URL in HTTP GET requests. However, the amount of
data transferable by this means is very limited. Further, the data from the URL flows into browsing history
and into future requests (e.g., through referer tags). Most browser-based protocols only transfer a random
number, called artifact, as reference to a piece of payload and transfer the payload itself over a secure
back-channel in which the browser is not involved anymore (e.g., in so-called browser/artifact profiles).

Our goal is to model and analyze the whole class of browser-based protocols with all its variants. For
this, we propose a framework based on the reactive machine model of Pfitzmann and Waidner [37] as briefly
reviewed in Section 3. Figure 4 shows an overview of the model. The framework contains three generic
automata that are indispensable when proving the security of browser-based protocols rigorously. The first
machine B models the generic browser machine. This machine involves all the capabilities of web browsers
used in browser-based security protocols. The machine models the characteristic behavior of browsers with
their typical messages and their imperfections such as information flow to other parties. Especially the
precise model of the browser’s information flow is of vital importance for security proofs of browser-based
protocols. Note that we only model the subset of messages and parameter types that is actively used in
browser-based protocols or may have impact on their security. This part is the subject of Section 4.2.

The second machine U implements the minimum assumptions on secure user behavior (the knowledge
of a user and his or her capabilities to handle initial user authentications.) It also enforces constraints about
a user without which every browser-based protocol must fail. Those constraints are, for instance, that the
user only accepts certificates compliant with its trust relationships, only sends its authentication data to the
corresponding servers, and this only over a secure channel. Also, the user observes the channel status,
especially step-downs from secure to insecure channels. This part is the subject of Section 4.3.

The third machine secchan models the channel types used in browser-based protocols and the dynamic
establishment and closing of channels. It implements the behavior of secure channels as implemented within
HTTPS (see [41]).

We also define the communication between the various machines by means of ports, e.g., guiU,B? and
guiB,U! between the user and browser machines and by channel in? and channel out! between the channel
machine and other machines (see Figure 4)

To analyze and prove browser-based security protocols one complements these general-purpose ma-
chines with one or more server machines, here denoted by Si, that jointly execute the browser-based proto-
col. Furthermore, one configures the user machine U with a suitable initial trust relationship and knowledge
about trusted parties.

cates required.
9Usually, this POST is issued by active scripts (e.g. JavaScript), which is unfavorable in certain scenarios due to security reasons

(e.g., Trojan horses). Moreover, the payload transferred gets known to the user and the operating system of the user’s platform.
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Figure 4: Overview over the system architecture for browser-based protocols with a browser B, a corre-
sponding user U, multiple servers Si, secchan and the corresponding interfaces and channels.

4.2 Modeling a Browser

In this section, we introduce the functionality of real web browsers as a prominent example of a protocol-
unaware party. We describe the main feature set that we model and its benefit for the rigorous security
analysis of browser-based security protocols.

A web browser acts as the client in transactions of the Hypertext Transfer Protocol (HTTP) [13] and
renders protocol state and payloads to its user. A browser acts on behalf of one single user in a browsing
session. A real browser accepts inputs from the user specifying addresses to retrieve and render the content
associated with such addresses, as well as the status of the channel to the server and the identity of the
server. As a browser may display a wide range of content retrieving arbitrary addresses, it fulfills two basic
prerequisites for being used in surrounding protocols. Also, the HTTP protocol executed by the browser has
versatile applications providing surrounding protocols with various options.

HTTP is a client-server protocol positioned in the application layer of the TCP/IP protocol stack with
variable underlying transport protocols. In order to initiate an HTTP transaction, the browser establishes
a connection to a server specified by the address to access and may leverage multiple types of transport
protocols underlying the HTTP transaction, e.g., TCP/IP, SSL 3.0 or TLS1.0 [10]. Having established a
channel, the browser issues an HTTP request to the server. Such a request specifies the resource that the
browser intends to retrieve, but may also contain additional data and parameters. The server evaluates the
request and issues a response using the same channel. We call such an interaction an HTTP transaction. In
principle, browsers do not need to hold state beyond such a single transaction, however, a real web browser
builds, e.g., local cache and browsing history and lets a transaction influence the subsequent one. HTTP
transactions may implement various functions. Clients may use a transaction to retrieve data by a GET
request, and send data by a POST request. Servers may not only deliver content but also direct the browser
to a behavior change by issuing executable scripts and error messages. Most prominent examples are HTTP
responses with scripted form POST and redirect messages, which direct the browser to another address of the
server’s choice. The server may also issue an HTTP response that requests a user’s authentication by means
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of a username-password pair. The versatility of HTTP renders a browser a relatively complex protocol-
unaware party. As one would expect, a browser can send as well as retrieve data, where the accessed URL
as well as the transmitted payload may contain data of surrounding protocols. Also the browser may be
directed by server commands to access certain URLs. This property clearly drives surrounding protocols, as
those protocols have the browser communicate with other parties. However, it also makes the browsers—
being unaware of a surrounding protocol—a security risk. The browser may become cue ball of other
protocol participants arbitrarily redirecting the browser around.

Supported by a rudimentary trust model, a web browser can establish secure channels to servers by
leveraging the SSL3.0 or TLS1.0 protocol. This property is crucial for surrounding protocols, however,
browsers normally only use server-authenticated secure channels and do not provide mutual authentica-
tion.10 surrounding protocols using the protocol-unaware browser do not engage in a key-establishment
protocol on their protocol layer using the key for establishing a secure channel (the usual technique in entity
authentication), but have the browser establish such an semi-anonymous secure channel and gain mutual
authentication by security tokens or password-based user authentication. We need to model this special
behavior of a protocol-unaware browser, as usual models of mutual secure channels do not capture this
functionality.

An important aspect of real web browsers is that they do more than surrounding protocols intend. This
aspect clearly demonstrates the protocol unawareness of a browser, which we also used as an example in
the SAML attack in Section 2. Most prominent is the problem of information flow. On the one hand,
we have information flows through the HTTP requests to the server, e.g., by means of the HTTP referer
tag. This means that in each message to another party a browser may leak information not intended by
a surrounding protocol to the communication partner. We already used the information flow of preceding
URLs in Section 2. Moreover, data about the user may flow to other parties putting privacy properties of
surrounding protocols at stake. Also, features such as history, cache or password storage have data flow to
the underlying operating system.

Browsers normally may execute active scripts, such as JavaScripts and Java Applets which, loosely
speaking, renders them Turing-complete. In this paper, however, we focus on pure browser-based protocols
that do not use generic active content, such as JavaScript or Java Applets, since most of these protocols fall
into this class. The only exception we take into account is the scripted form posts.11 Browsers may also
store small pieces of information provided by a server on their machine, and therefore generate a persistent
state. We do not consider cookies as many browser-based protocols do not use them directly.

4.3 Modeling User’s Browsing Behavior

Using the browser as protocol-unaware in a surrounding protocol, the user has an important role. As we have
discussed, the browser is a state-less device that only provides a rudimentary trust management. However, in
higher protocols one needs to store information beyond a single transaction and have a stronger trust model.
Also, the user controls most of the browser’s behavior and has the final say about the browser’s actions.
Therefore, without a user fulfilling certain tasks and properties all browser-based protocols must fail. Thus,
we consider a user as active protocol participant and model it by an, in general, transparent machine. This
user machine, however, enforces the basic requirements for browser-based protocols. Thus, in principle, the
user machine is also protocol-unaware. It is a generic machine for all kinds of browser-based protocols.

However, the user stores data of the protocols it is involved in. Such data may be addresses of trusted

10Usually a standard browser does not hold a private key for authentication and needs to authenticate its user by other means.
11Browser-based protocols use HTTP forms to transfer data from one server to another by a method called scripted form POST.

The issuer of the data includes the data in hidden form fields of its HTTP response and has the browser submit the form by means
of a JavaScript. Upon such a submit command the browser issues a HTTP POST containing the data to the receiving server.

10



servers or identity information. The user knows its trust relationship to other parties in the browser-based
protocols. The machine U stores this data in its state. This data is protocol-specific, therefore we have
a party with generic behavior, yet knowledge stemming from surrounding protocols. As the web browser
is not aware of any surrounding protocol, the user acts as a supervisor of the protocol flow the browser
is involved in. It checks certificates, observes the status of secure channels and logs off from the browser
in error cases. Also, the user engages in the user authentication with a server and performs the crucial
verification of the server’s identity. The machine acts autonomically upon browser dialogs concerning these
tasks.

4.4 How to Prove the Security of a Browser-based Protocol

In this section, we sketch how to approach protocol proofs with a protocol-unaware party with the browser
model. From the proof techniques we discussed in Section 3, we choose the classical proof of security
properties, as it is better suited for understanding the intuition of the proof. We focus on the authenticity
property of a browser single sign-on protocol, which is one of the most commonly used browser-based
identity federation protocols. We present a simplified version of the theorem. It means, loosely speaking,
that if the identity consumer C receives a security token with user identity idu through a secure channel,
then the user at the other end of the channel is indeed the user U corresponding to idu .

Theorem 4.1 (Authenticity of Browser Single Sign-on) Let a correct user machine U with correct
browser B be given. Let an identity consumer C and its identity supplier S be honest. Then the following
holds: If the identity consumer C obtains an output (accepted, cidbc , idu) from the single sign-on protocol,
then the secure channel with channel identifier cidbc

12 is a channel with the only user U that has the identity
idu at C’s identity supplier S. 2

To prove such statements we approach as follows: we first show that C accepts a certain security token
only if (i) all security tests prescribed in the protocol description were successful and (ii) the signature of
the token could be verified as an identity supplier of C. Then we prove, using the security of the signature
scheme against adaptive chosen-message attacks, that C’s identity supplier must have signed the token at
some time in the past. The absence of cross-protocol key usage13restricts this to a protocol-run of the single
sign-on protocol. Let us name the corresponding identity supplier S. We prove under which circumstances
S may have signed the token and to which party S may have sent it. We show that the token generation is
the direct consequence of a successful user authentication over a secure channel with some browser and a
user with identity idu .14

Until now, we have only considered protocol aware parties S and C. However, now we need to prove
to which parties the token or the information about the token may flow. Then, the protocol-unaware web
browser and the user are involved in the communication and need to be taken into account. Here we use the
browser model, which we informally introduced in Section 4.2. It does two kinds of proofs: (i) correctness,
i.e., to which parties the browser may have send the token actively, and (ii) information flow, i.e., to which
variables (and consequently to which other parties) information flow about the token and other parts of the
browser’s state takes place. Usually, one proves that as invariants over the browser’s information flow, i.e.,
always the same variables are the destination of the information flow. For the user machine one handles the
proof similarly.

Finally, we prove that if honest party C accepted the token then it was indeed issued by S in the same
protocol-run and was handed over by the browser B to the correct C. We leverage correct addressing and

12We use strings as identifiers for the channels a party maintains.
13i.e., the signing key is only used for this protocol
14The security and information flow of the initial user authentication are proven separately.
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channel establishment as well as the correspondence of audience specification and POST address specified.

5 Taming Your Wild Browser

One of the major practical problems with our approach is that modern browsers are complex systems, and
they may perform additional functionality that is not allowed in the model. JavaScript, for example, may
allow to completely reconfigure the browser. Thus, we need some way to transform a real world browser
into a secure browser as defined in our model.

Thus, we not only need to adapt our model to reflect the properties of the browser, but also the browser
to stick to the restrictions required by the model to prove the security of browser based protocols. Such a
browser may limit the amount of information it gives to the server – e.g., by not including a referer tag, and
ignore critical code such as JavaScript (note that in the implementation, the browser should maintain a set
of allowed actions rather than a set of forbidden ones).

This transformation must be temporary — one cannot expect a normal user to permanently disable
features such as flash and JavaScript, as they are vital for numerous websites. Also, we must keep in mind
that the guarantees we can give in practice are limited; if the browser is permanently modified either in its
binary form or by a rouge plugin, it may not be possible anymore to give any security guarantees.

There are two ways to adapt the browser to the needs of a model that allows provably secure protocol
executions: either by changing the browser itself, or by wrapping it in a security envelope that filters all
critical code.

5.1 Changing the Browser

The first possible approach is to modify the browser itself to allow for a secure mode. This modification
can be done relatively easily, as most modern browsers can be extended by means of browser plugins. An
example for a plugin similar to the proposed one is the adblock extension, which filters certain advertisement
from the webpages the user visits. This approach has the advantage that it is easy to operate for the end-user,
and there are few limits in the way the browser plugin can adapt the browser to the needs of our model.

However, there are some practical issues. First of all, extending the browser itself requires different
implementations of the software for different browsers, and potentially for different versions as well. This
increases the management costs of such an approach, and bears the risk that less popular browsers are not
supported. Also, the ease of expanding the browser with the new functionality may well work against our
purpose. In most cases, the plugins themselves are written in a high-level script language such as JavaScript,
and there may be numerous conflicting plugins adding functionality to the same browser. Suppose, for
example, a plugin that adds debugging information to the HTTP header. The functionality of this plugin is
directly contradicting our security plugin, and it is not clear which plugin can act last to cancel the other
one.

5.2 Using a Proxy Wrapper

As an alternative to modifying the browser, it is possible to implement an html-wrapper which filters all
content before it is delivered to the browser. This can be done by implementing a web proxy. Instead
of connecting directly to the Internet, the browser connects to a proxy, which filters critical content and
only allows tags that are allowed according the underlying security policy. There are several examples on
implementing local proxies, such as the Java Anonymity Proxy for untraceable web browsing [22] and the
PCA Prototype for secure browser authentication [1].
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This approach solves all problems of a plugin based solution. The proxy can be executed independent
of the browser used, and largely independent of the underlying operating system. Additionally, the security
functionality is in an isolated, independent program that is not influenced by the browsers complexity.

However, isolating the program that adapts the functionality to our model from the main browser bears
other problems. If a protocol uses a secure connection (i.e. an SSL connection via a https) — and we
can expect the protocols we consider to do so — the communication between the browser and the server
is encrypted, and the proxy has no means of accessing the content. However, the proxy must analyze and
manipulate the communication, rather than just tunneling the SSL connection (which is, for example, done
in JAP). The other problem is that a proxy can only access the traffic between the server and the browser,
but has no access to the communication between the browser and the host operating system. If a browser
violates the model by other means, for example, by writing critical information on disk and thus making
it available to other processes, the proxy wrapper may never even notice. While it is possible to tweak the
filesystem in a way that prevents the browser from doing so, this would destroy much of the elegance a
wrapper-based protocol can offer.

5.3 Our Proposal

While both solutions presented above have successfully been deployed in related settings, and both could
be used to achieve most of our goals, neither solution is really satisfying. The browser extension delivers
performance and all functionality required, but requires browser and version specific implementations; fur-
thermore, as it makes the browser more complex rather than less, there may be new security issues. The
proxy-based solution is browser independent and does not need to increase complexity, but cannot access
all critical information flow paths and does have problems with SSL encrypted communication.

In both cases, it is not impossible to resolve the problems. Browser extensions mostly result in more im-
plementation effort and an increased danger of security critical bugs in the implementation; most problems
with a proxy based solution eventually come down to a user interface issue.

Even though a browser extension based solution will faster result in working code, we prefer to base
an actual solution on the proxy model. It still may be helpful to use browser extensions to assist the proxy;
such a plugin could give the proxy some privileged display, and help cleaning up data traces stored by the
browser. However, for interoperability and security reasons, we do not want to base any security on the
plugins, but rather use them to improve user convenience.

To overcome the above mentioned problems, some of the browser functionality has to be moved to the
proxy – essentially, the proxy has to carry some of the protocol logic, using the browser as a rendering
engine:

• The proxy has some privileged display to provide status information, such as a secure connection,
to the user. The most elegant approach would be a browser plugin that gives the proxy access to
the browser status bar. As this may not be an option for all browsers, JavaScript could be used as
an alternative (as the proxy filters all JavaScript when in secure mode, the problem of impersonation
could be solved). Finally, the proxy could revert to displaying a status header using standard html
frames.

• Any cookies, passwords and authentication information needed for the protocol are stored by the
proxy and never forwarded to the browser. If information has to be stored on the platform, it is stored
in encrypted form and only applicable to a user with the correct authorisation. In this functionality,
our proxy works similar to the CookieCooker [3].

• SSL connections to the remote host are built by the proxy and the server; the browser only opens
a secure connection to the proxy itself. Certificate validation and indication of a secure connection
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should still be indicated in the browser, even though the browser is not involved in the actual secure
communication with the server.

• While it is possible to withhold most critical information — all authentication information, or even
the content of hyperlinks — from the browser, the proxy may not be able to hold back all critical
information and prevent the browser from storing it on disk, e.g., in history or cache files. This has
to be resolved by user interaction (some browsers, such as firefox, make it quite easy to delete all
collected information), or again by a simple plugin.

For our purposes, it does not make a significant difference if the proxy is implemented locally or re-
motely; thus, such a proxy is applicable both for home use and in a kiosk system, where a user has no
authority to perform major changes on the browser configuration. In any case, however, we must assume
that the underlying operating system and the browser have not been maliciously modified — while we can
prevent a remote attacker from using advanced browser features against the user, protecting the user from a
malicious browser is not the scope of this work.

6 Conclusion

We introduced a new paradigm that we call protocol unawareness: in security/cryptographic protocols the
involved principals are assumed to precisely behave according to the protocol specifications, unless they are
corrupted. This holds also for all the security models, analysis methods and proofs, proposed in the literature
so far. The existing literature, however, does not cover those security protocols where one or more principals
may have no information about the protocol they are involved in. Hence these parties have their own behav-
ior which may be a high security risk for the surrounding protocol. We then focused on a widespread class
of applications, namely web-based applications, that is covered by this new paradigm. These applications
require to use standard browsers which have own behavior and are unaware of the surrounding protocol.
We discussed that the aspect of protocol unawareness of browsers leads to crucial security problems in the
corresponding protocols and showed that the real life attack scenario that have been found on certain single
sign-on protocols was indeed due to the browser’s protocol unawareness.

We focused on solutions for browser-based protocols, and presented and discussed methods, principles,
and a systematic approach for practitioners to model and analyze security protocols (here browser-based)
with unawareness property in the practice.
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