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ABSTRACT
Simply by using information technology, consumers expose
themselves to considerable security risks. Because no tech-
nical or legal solutions are readily available, and awareness
programs have limited impact, the only remedy is to develop
a risk management process for consumers. Consumers need
to understand the IT risks they face, and decide how to deal
with them in an iterative and structured manner: implement
technical mitigations, alter their behavior or simply accept
the risks. Such a process is feasible: enterprises already ex-
ecute such processes, and time-saving tools can support the
consumer in her own process. In fact, given our society’s
emphasis on individual responsibilities, skills and devices, a
risk management process for consumers is the logical next
step in improving information security.

Categories and Subject Descriptors
K.4.1 [Computers and Society ]: Public Policy Issues—
Privacy ; K.6.m [Management of Computing and In-
formation Systems]: Miscellaneous—Security

General Terms
Human factors,Legal aspects,Management,Security

Keywords
consumer, ISO27001, pCSO, personal chief security officer,
privacy, risk management, security,social network

1. INTRODUCTION
As consumers’ lives are revolving more and more around

IT, they are facing serious security and privacy risks. But in
spite of this, consumers are incapable of securing themselves.
They forget to make regular backups, do not check their
online banks statements and put very sensitive data on social
networking sites.
At the same time, consumers are overwhelmed by well-

intended advice and tools that can supposedly remedy their
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problems. Microsoft offers free anti-virus, the New York
Times offers a three-step remedy for Facebook privacy, gov-
ernments spend a great amount of money on increasing con-
sumer ‘awareness’, Apple sells dedicated devices for backups,
and the open source community develops software to help
consumers manage their passwords.

Unfortunately, implementing, or even finding all such ad-
vice and tools would likely take more time every day than
the average person is on-line. Worse, there is no proof that
these ‘solutions’ actually work, and they will certainly not
work in the near future, as consumers’ use different systems
and applications from day to day, and new threats emerge.
As a consequence, consumers will either spend too much or
too little time on security, erring on the side of too little,
and their effort is ill-focused, as they do not oversee the en-
tire range of options and do not understand the tradeoffs
involved.

I argue that what consumers need most urgently is a se-
curity process: they need a structured way of dealing with
the security risks they face. Executing this process is some-
thing that a government cannot do, and a government can-
not make it unnecessary either by privacy legislation or con-
sumer protection. Neither can businesses automate it com-
pletely, as the process starts with the consumer’s own objec-
tives. Ultimately responsibility for security should be placed
into the hands of the consumers themselves: they must be
‘in control’ of their own IT devices, services and data.

First, in Section 2, we discuss two of the myriad of prob-
lems that consumers face, and why, in spite of advice and
tools, they are effectively not solved. Section 3 then analyzes
the problem and presents a solution, which is further elabo-
rated in Section 4 and 5. Section 6 shows how our solution
can work in practice, and Section 7 concludes the paper.

2. ’HELPING’ THE CONSUMER
In this section, I will present two cases in which it is very

hard (if not impossible) for consumers1 to secure themselves
adequately.

The first example concerns backups and archival and is
a so-called ‘critical case’ that allows generalization of re-
sults [4]: In this case, it will demonstrate that even when

1I have chosen the word ‘consumer’ for two reasons: first, I
wanted to set the persons (for whom the process is intended)
apart from enterprises: consumers do not have the resources
or the skills that an enterprise has. Second, I wanted to em-
phasize that the problems stem from consuming IT products
and services. With this in mind, the reader can substitute
‘consumer’ with ‘individual’ if she wishes.
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technical security mechanisms are available, and the con-
sumer is not dependent on others, she still cannot secure
her data adequately.
The second case study concerns privacy problems in social

networking sites. The security problems of these sites have
received a lot of attention, both from inside and outside of
academia, and we will investigate the range of mechanisms
that have been proposed to improve their security, and the
failure thereof. As such, it functions also as a critical case,
not to illustrate the problems of consumers but to show the
strength of the proposed solution: I will argue in Section 6
that a risk management process for consumers will indeed
work in this difficult situation, and thus it will likely work
in any other situation.

2.1 Backups and archival storage
Our first example concerns the availability of data: data

must be available when consumers need it. The availabil-
ity requirement relates to data that is in active usage (for
example recent email correspondence, the kids’ homework
assignments) and data that might be used later (vacation
and wedding photos). With the many locations where data
can be stored nowadays, both in the home and on-line, it
comes as no surprise that data is frequently lost unintention-
ally [14]. Backups are often done ad hoc, and most of the
time consumers do not know what data is archived where.
To ease archival and backups, many software applications

are available, and external storage devices provide an ad-
ditional level of security2. By connecting these devices to
their computer, backups can be made automatically.
However, it is questionable whether the availability goals

of the user are achieved: for example, is it actually her in-
tention to protect the data against calamities such as fire or
theft? If this is the case, then the external storage devices
need to be taken out of the home periodically, which would
require strict discipline and at least two storage devices to
prevent loss. Thus the user likely has a less then optimal
solution.
If the consumer does not want to protect her data against

theft and fire, external storage devices can still protect against
hard disk failure, the likelihood of which is not readily known
when buying a computer. In other cases, a digital ‘dust-
bin’ helps best to retrieve documents that were accidentally
deleted. Again, the user’s choice of a backup solution is
likely to be suboptimal.
The most reliable option for availability purposes might

be remote on-line storage and backup. However, this also
costs more than storage in the home, especially for large
scale archival storage. Thus, for an optimal choice, the user
needs to be certain that she intends to secure herself against
threats such as fire and theft, and knows the cost of these
solutions.
The complexity of making the right choice for backups

increases when we consider that a consumer has many de-
vices, ranging from laptops to music players, smartphones
and USB sticks. Ensuring the availability of all this data
requires a backup and archival plan for all of these, and the
understanding of the synchronization features that are of-
fered by software, and the risks that come along with these.
Worse, much of the consumer’s data is stored in the cloud.
Should the user now backup data from the cloud onto her

2For example Microsoft’s Windows Live OneCare Backup
and Restore, and Apple’s Time Machine and Time Capsule

laptop? She does not know what the capabilities are of
those cloud providers in terms of availability, and again is
thus likely to make a suboptimal choice (or make no choice
at all).

2.2 Social network sites
Our second example is about privacy on social network

sites. By their very nature, sites such as Facebook3 store
personal identifiable information, often of a very private and
sensitive nature. This fact alone leads to many risks, includ-
ing job loss, simply being embarrassed, blackmailed [11] or
having one’s identity stolen [2]. Research has shown that
even if users do not post explicit messages, facts such as
sexual orientation can be revealed based on the connections
that users have with friends [9]. Problems are aggravated,
as when in the case of Facebook, users have a myriad of
confusing configuration options for protecting or disclosing
private information [11].

In fact, the situation is worse, as a consumer’s privacy
does not depend on only herself, but on many others: this is
inherent to the social network infrastructure that has been
built. A user can try to secure her own profile, but as long as
other people upload pictures and make them available pub-
licly, she will not achieve the goal of guarding her privacy.

In the mean time, researchers are developing technical
tools to improve social network security: for example Face-
cloak encrypts data on Facebook to improve user privacy [13],
and Clique is a social network that allows users to select au-
diences for their messages, rather then publish information
for their entire network4. Another approach is taken by
Diaspora, where users store their information on their own
servers instead of depending on commercial sites that they
cannot control5. However, although technically sound, such
tools need to be in widespread usage to be effective: anyone
using them will likely spend much time on migration and
configuration, as well as convincing their friends to use it
too.

Another approach to improve social network security is
legal action: the European Union is considering new leg-
islation to protect the privacy of its citizens6, and non-
profit organizations such as the Electronic Frontier Founda-
tion (EFF) have pressurized enterprises with the same goal.
Whether these initiatives are effective remains in doubt, as
each technology brings on new privacy problems, and legis-
lation lags behind these technologies.

Governments also attempt to educate citizens with aware-
ness initiatives, which so far have had a very limited effect7.
Users are given extensive advisories for altering their behav-
ior and changing their privacy settings [15]. Unfortunately,
Facebook continues to introduce new features and new types
of privacy controls, so the consumer has to keep reading the
news to find what new rules and settings she should ap-
ply. For example, in April 2010 a service called ‘instant

3Because Facebook is the largest social network, and the
most widely researched, all examples in this paper concern
Facebook. I do not imply that Facebook is less or more
secure than any other social network site.
4http://clique.primelife.eu/
5http://www.joindiaspora.com/index.html
6http://www.businessweek.com/globalbiz/content/
jan2010/gb20100129_437053.htm
7http://www.cytrap.eu/files/info/2007/pdf/
2007-10-18-CertGovNL-Presentation-fin-online.pdf
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personalization’ was launched, which allows users to share
information with other websites [16] by default. Thus the
user is likely to end up exposing herself more than she in-
tends.
Given the security problems of social networking sites,

the best advice might be to simply stop using Facebook.
Whether this is in the interest of the consumer depends on
the tradeoffs she makes between the social functions that
these sites offer and the consequential loss of privacy. Un-
fortunately, the consumer does not know how to make this
tradeoff, as it is beyond the scope of any advice or tool cre-
ated.

2.3 Evaluation
Our two samples of IT usage show that even in very com-

mon cases, which millions of consumers face, consumers are
unable to secure themselves efficiently. In the case of back-
ups, technical solutions exist, but consumers do not have
the means to decide which solution fits their goals best, and
how to adapt to changes in their life, such as using new
applications or IT products.
In the case of social network sites, we see that even the mix

of technical and legal measures and awareness programs does
not solve the consumer’s privacy problems. Thus, the con-
sumer’s security situation is suboptimal, not only for these
cases, but likely concerning her entire usage of IT.

3. PROBLEM ANALYSIS AND SOLUTION
From the case studies in the previous section, we learn

that consumer security is neither effective nor efficient. We
will now summarize the main problems and solutions in Sec-
tion 3.1 and show how we can learn from enterprises in Sec-
tion 3.2.

3.1 Consumers need a security process
First, consumers need to state their goals explicitly, what

they actually wish to achieve. As consumers do not start out
by setting specific security goals, they cannot make informed
decisions and live up to them, so that they have a decent
strategy for their backups or for guarding their privacy.
Second, if the consumer decides whether to use an ap-

plication, the consequences should be clear: what are the
tradeoffs involved, for example in terms of money and pri-
vacy? This involves also risk management, assessing how
likely certain threats are against assets, and what can be
done to mitigate them.
Third, securing IT is essentially a cyclic process. Check-

lists have to be executed periodically because the consumer’s
own goals change, new technology is introduced, and secu-
rity processes degrade over time. Each change requires a
re-evaluation of the situation. Combined, the central thesis
of this paper is that:

Out of all possible technical, legal and other
measures that can improve consumer security, a risk
management process will have the most impact.

3.2 The enterprise security process
Having stated the requirements for a consumer security in

the previous section, the question can be posed how likely it
is that these requirements can be realized. In this context,
we examine the enterprise security process, which demon-
strates that in another context, such requirements are al-

ready fulfilled: there are methods to implement a goal-driven,
cyclic security process to make risk assessments.

Concerning the goals, the governance structure of enter-
prises is laid out in frameworks such as COSO8. Business
goals are determined by the CEO, and the CIO (Chief In-
formation Officer) and CSO (Chief Security Officer)9 trans-
late business requirements into IT and security goals, and fi-
nally into policies, choosing the most effective security mech-
anisms, in the context of a security program.

ISO 27001 specifies how an Information Security Manage-
ment System (ISMS) can be implemented [8]. This ‘system’
is actually a cyclic security process, consisting of four phases:

1. Plan (establish the process)

2. Do (implement and operate the process)

3. Check (monitor and review the process)

4. Act (maintain and improve the process)

Risk assessment is part of the establishment and manage-
ment of the ISMS process. First the enterprise sets criteria
for how much risk the company in general is willing to take,
the ‘risk appetite’. Next, risk identification is performed: a
risk assessment team considers the threats to company as-
sets. The risks are analyzed and options for risk treatment
considered. In general, four options exist to treat risks:

1. Accept (do nothing)

2. Transfer (for example buy insurance)

3. Mitigate (put security controls in place)

4. Avoid (discontinue the activity)

Note that there is no normative judgment involved: taking
more risk is not necessarily bad, as spending too many re-
sources on security will not benefit customers, employees or
shareholders.

In essence, such a process should be available for con-
sumers as well. Therefore, in order to solve the consumer
security problem, consumers will have to adopt a framework
similar to that of ISO 27001, but sufficiently simple so that
it can be executed by a non-skilled person, in limited time.

4. COUNTERARGUMENTS
We will now discuss several counterarguments for our the-

sis that consumers will benefit from executing a security
process, and are capable of executing it.

4.1 Consumers do not know what they want
In an enterprise, success is definable by monetary loss or

profit, and a business can relate its security mechanisms to
these goals, to determine how much effort should be spent
on security. However consumers, especially in their private
life, do not have clearly defined goals, and hence it is not
clear what mechanisms they should put in place and at what
cost [18]. Furthermore, there is doubt about whether con-
sumers actually have stable privacy preferences [1].

8http://www.coso.org/
9The CISO title (Chief Information Security Officer) is also
widely used, but I prefer the term CSO here, because the se-
curity process proposed here should ultimately also consider
home automation systems, which are more in the domain of
physical security than of pure information security.
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Response.
In the context of social networks, evidence exists that

user’s have a specific set of goals, and that they are ca-
pable of performing a tradeoff between the goals of privacy
and of meeting new friends [10]. Therefore, it can be argued
that a goal-driven risk management process for consumers
simply supports their existing practice. Even if consumers
cannot state their exact goals, they likely know what they
do not want: consumers can be shown a list of threats, and
they choose whether they wish to avoid them: whether they
want to run the risk of losing their job because of Facebook,
or accept the loss of data in case of a fire. Tools and tech-
niques to elicit security and privacy goals are available [12].
Naturally, changes in consumer’s goals are expected, and
the cyclic nature of the process allows (or even invites) con-
sumers to alter their policies because of actual changes or
simply because they view privacy differently.

4.2 Consumers do not think, they do
In an enterprise, security is institutionalized: employees

perform different functions, check the performance of oth-
ers’, and guard their part of the process. A CSO has a
real responsibility; she can be fired if too many incidents
occur. For a consumer, security will always be a secondary
objective, and she cannot be fired or replaced. Furthermore,
this institutionalization slows down changes and this latency
can be considered a good thing: an organization with good
security policies cannot lose them overnight. By contrast,
consumers act very fast, they can decide in minutes to buy
a new computer and start using it immediately, without any
formal process taking place. Creating a new Facebook ac-
count takes no more than a minute.

Response.
Indeed, consumers act faster, but many processes can be

automated, as we will see in Section 5. Furthermore, the
cyclic nature of the process (plan-do-check-act) makes it
possible to detect violations of policies and correct them
afterwards, limiting the impact.

4.3 Consumers do not want to spend time on
security

Ultimately, security and privacy is of little value to con-
sumers, and this is why many consumers refuse to put in
much effort. For example, according to one calculation,
given the likelihood of phishing (resulting in fraud) efforts
to prevent it should not take more than a second a day to
be economically feasible [7].

Response.
The security process must become an integrated part of

what people do. Taking care of one’s security can become
something similar to mowing one’s lawn, or cleaning up one’s
home: no one questions the economic value of these activi-
ties, because social norms require it. Currently the lack of
security, and the social consequences thereof, is not clearly
visible, but a risk management tool will address precisely
this problem, by giving consumers the option to share their
risk assessment results, and explain how they protect their
own data and that of others.
Arguably, consumers can spend relatively less time on se-

curity than enterprises: they do not own large IT infrastruc-
tures comprising hundreds of servers, where the likelihood

must be estimated that attackers will move from node to
node in a long multi-step attack [5]. For consumers, a cloud
computing service can simply be considered as a black box.
Also, proper tools (which are lacking to prevent the previ-
ously mentioned phishing attacks) can reduce the time that
users must spend on security.

4.4 Consumers are stupid
Consumers do not have any expertise in risk assessments,

and especially people with little formal education will not
be able to execute a whole risk assessment process.

Response.
Many parts of the process can be automated, and there

is no requirement for understanding everything into detail.
Some things are naturally complicated, but consumers are
free to spend time as they see fit. If someone chooses to
spend less time on learning her security process, she will
likely have less security, but maybe this is the most ideal
situation, the optimal tradeoff between effort and result. In
an enterprise context of managing IT, maturity models are
used (such as for CObIT10) for this purpose. A-priori, there
is nothing wrong with being at a low maturity level - but con-
sumers should nevertheless make a conscious decision about
their security - and do this repeatedly, starting with their
security goals.

4.5 A consumer security process will stifle in-
novation

If users have to consider security before signing up to a
new service, they will never use it, and there will be no
new Android, Twitter or iPhone, and consumers will be ul-
timately worse off in terms of security.

Response.
If the new service offers security guarantees from the start,

it will even improve adoption. Rather than stifling innova-
tion, a consumer security process will spawn many new areas
of research, and provide many opportunities to innovate. In
fact, users will be able to use more products and services se-
curely, not being held back by worries about their security.

5. TOWARDS A PERSONAL CHIEF SECU-
RITY OFFICER

After having discussed and rejected several counterargu-
ments in Section 4 we now focus on envisioning an actual
solution. We call the tool the ‘personal Chief Security Offi-
cer’ (pCSO). Figure 1 shows the tool in its context, and its
features are explained next.

5.1 Architecture
The architecture of the pCSO consists of four main com-

ponents:

• a personal user interface and database with which the
consumer interacts

• a shared risk repository that stores threats, vulnera-
bilities and other risk-related information, shared be-
tween consumers

10http://www.isaca.org/cobit/
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Application,Browser, (…)
Personal User Interface and DatabaseWizardSchedulerStatus overviewImport/Export
Shared Risk RepositoryGoals, Threats, MitigationsDevices, Software catalogue

Changes, security policiesAssurance, certificates
Inform, updateConsumer pCSO

Friends, family, business relations Interoperability ModuleCommunicationModuleEnter, validate dataConsumers, security experts
Figure 1: The personal Chief Security Officer in context

• an interoperability module for reading configuration
and status information from devices and applications

• a risk communication module for communicating risks
statements between consumers

Next, we will discuss each of this in further detail.

5.2 Personal user interface and database
The pCSO offers a dashboard, providing a status overview.

Opposite of other privacy dashboards such as offered by
Google11, the pCSO dashboard aggregates information from
all applications and systems the consumer is using, not just
from one vendor. The dashboard displays the entire IT in-
frastructure that the consumer owns or uses, and the data
stored on it: devices such as notebooks and smartphones,
applications in use, and data such as email, music and chat
logs. Next, the dashboard gives insight into the risks, show-
ing how much risks the user is exposed to. It shows informa-
tion about all security properties: confidentiality, integrity
and availability. Opposite of many awareness campaigns and
advisories, which give consumers the impression that they
can secure themselves perfectly if they implement a small
set of measures, the pCSO clearly presents the residual risks
that consumers are exposed to. These risks exist in various
forms:

• Caused by not implementing available mitigations. For
example, a user can choose not to use strong pass-
words.

• Caused by technological limitations. For example, while
browsing normally, data is transferred in plain text
over the Internet, leading to privacy problems.

• Caused by goal conflicts. For example, if the business
goal of a service provider is to gather data about users,
and the consumer’s goal includes privacy, there is a

11http://googleblog.blogspot.com/2009/11/
transparency-choice-and-control-now.html

structural threat, caused by the two conflicting goals,
regardless of the legal or technical context.

• Caused by other people’s risk exposure. For exam-
ple, a consumer’s chat history is also stored on friends’
computers.

All information from the consumer’s own risk management
process is stored in the personal database. It contains a
complete overview of her goals, the IT systems that she owns
and the tasks that she has performed and has to do (such
as risk assessments) in order to manage her risks.

A wizard helps consumers to configure their security pro-
cess easily. It takes consumers through a series of steps,
defining the devices and data they have, their security goals
and informs them about the threats they have and how to
mitigate them. To prevent the user from being cluttered
with information, several filters are applied in this process:

• user’s expertise (exclude mitigations that are complex)

• user’s available time (exclude mitigations that take
more then 15 minutes)

• user’s own infrastructure (exclude threats related to
social networking sites, if the user does not use them)

• user’s goals (exclude financial threats if the user is not
concerned about her financial status)

Finally, a scheduler will contact the user at regular intervals,
to assess whether any changes have taken place, which need
to be taken into account. If necessary, this leads to a new
task for the user.

5.3 Shared risk repository
Although the pCSO is intended to be used as an indi-

vidual tool, data should be shared, to execute the security
process effectively. A central repository contains frequently
used data, which consumers do not have to invent and enter
themselves:
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• security goals, such as keeping one’s job

• devices, similar to an infrastructure library, for exam-
ple listing all the iPhone models

• software catalogue, containing widely used software,
with features and configurations, for example all Win-
dows versions

• attacks and mitigations, for example risks relating to
identity theft

Such databases already exist for commercial purposes, for
example the CRAMM methodology (in use by NATO), has
an extensive database of security controls12. The pCSO
shared risk repository can be maintained in a collaborative
effort by consumers, enterprises and security researchers.13

5.4 Interoperability module
The interoperability module links the pCSO to other tools

and applications. The goal is to make the risk management
process work faster and easier. For example, to populate
the list of applications that the consumer uses, the module
scans the browser history. When the user then logs on to a
social network service, this application is added to the per-
sonal database, and risk-related data on this application is
retrieved from the shared database. Next, the pCSO alerts
the consumer of actions that she can or should take to com-
ply with her own policies. By contrast, the consumer’s poli-
cies might be such that the usage of the application is sim-
ply in violation of her own security policies: she is given the
choice between either changing her policies or abandoning
the intent of using the application.14

Possibly, the pCSO can use the previously developed Plat-
form for Privacy Preferences (P3P) by the W3C15, which
allows browsers to process website’s privacy policies auto-
matically.

5.5 Risk communication module
The risk communication module helps to share risk as-

sessment results between users: data gathered by the pCSO
can be passed on to others, providing evidence that a person
has spent effort on maintaining her security posture, possi-
bly even demonstrating compliance with certain regulations,
which is needed in a business environment (for example when
working as a freelancer). The module can also send requests
for such results and indicate what types of measures the
recipient is expected take.

6. REALLY HELPING THE CONSUMER
To illustrate how the pCSO will work in practice, we will

return to the cases of Section 2, and show how a pCSO
gives consumers more control over their security, and likely
improve her security posture. First Alice uses the pCSO for
ensuring data availability, second Bob manages his privacy
with the pCSO.

12http://www.cramm.com/capabilities/controls.htm
13The problems of maintaining an accurate and reliable
database and their solutions are out of the paper’s scope

14Communicating impending security risks effectively to end-
users has been investigated earlier by Sunshine et al [17].

15www.w3.org/standards/techs/p3p\#w3c_all

6.1 Backups and archival storage
If Alice is using the pCSO, her laptop is already regis-

tered in her personal database, and the pCSO automati-
cally scanned the laptop for her files such as emails, pho-
tos, movies. She then determines how this data support her
goals: communicating with friends, maintaining a personal
archive, gaining an income through her work as an indepen-
dent consultant. Next, the pCSO informs her of the threats
she is exposed to, including data loss because of theft, fire
and mechanical failure. (The pCSO informs her of the like-
lihood of a disk crash, using the laptop’s manufacturer and
serial number.) Taking into account how the data helps to
realize her goals, she determines the risks she is willing to
take. She accepts the loss of data during travel, but wants
to have a backup in case of fire. The pCSO then presents
her with a list of mitigations, including online backups and
external storage devices. Taking the cost of each of these
into account, she decides to settle for external storage de-
vices. The pCSO then provides her with a standard operat-
ing procedure to effectively manage the risks: she will store
one device in her home, and one in her office. Every two
weeks, the pCSO gives a reminder that the devices need to
be swapped, after which she initiates the backups. After
two months, she buys a new smartphone, which she regis-
ters in the pCSO. The dashboard now shows that she has
not defined the data availability goals for this phone and the
data residing on it: she registers that the smartphone syn-
chronizes with the laptop, and that the laptop is the master
copy, from which she will be making backups. Working with
the pCSO in this way, Alice feels confident that here data is
secured and will be secured in the future.

6.2 Social network sites
Bob (a high ranking government official) starts by select-

ing his goals from the list provided by the pCSO. The wizard
helps him to decide the importance of these goals, based on
his personal situation, as for example many goals are de-
pendent on age [10]. Concerning the social network site,
Bob indicates that it contributes to the goals of presenting
a positive and public profile, and maintaining contact with
friends. The pCSO indicates that these goals conflict, and
informs Bob of the threat of privacy loss: this cannot only
have an impact in the near future but also for his future
career.

Based on this consideration, Bob considers the trade-offs
between these goals, and the options for mitigating this
risks. He decides to limit privacy risks by keeping his profile
mostly empty. On the social network site, he will keep a
minimum profile and not upload any personal pictures. Ev-
ery month, the pCSO reminds him to check whether he has
been ‘tagged’ in photos, after which he can take action (have
the pictures removed if inappropriate). After a while, Alice
wishes to become Bob’s friend on the site. Before accepting
her, he wishes to know her security posture: as she is us-
ing the pCSO with certain privacy policies, he requests her
status report, so he can assert that she will take his privacy
seriously. She sends the report by the pCSO using the risk
communication module and he accepts her request. A week
later, the networking site that Bob uses changes its policies.
Many pCSO users notice this change, and an advisory is
created in the shared risk repository. As Bob is a user of the
site, a message is displayed on his computer, which instructs
him how to deal with the change, keeping in line with his
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own policies. Thus, Bob is assured that he has done the
right steps to prevent damage to his career.

7. CONCLUSION
If someone would audit consumers, they would not be

‘in control’ of their assets, with unknown, potentially dire
consequences for their own security, and that of their friends,
family and business relations. In this paper, I have argued
that the one thing that can improve information security in
the short term is to develop a security process for consumers,
such that they can regain control. Technical solutions to
security such as privacy-enhancing techniques are not readily
in use, and little can be expected from changes in laws and
regulations and changing social norms and practices. The
only immediate thing that can be done, is to give consumers
the tools for doing risk assessments, accepting the existing
infrastructure (technical, legal, social) as a given. All the
resources spent on raising ‘awareness’ are more effectively
spent on creating this process, because arguably, the process
is the necessary precondition for sufficient awareness, and
not the consequence.
Realizing a consumer security process will not be an easy

task, but it is feasible, and it will be worth the effort. As the
investigation of enterprise security has shown, many parts
of the solution already exist, and can be adapted for con-
sumers.
There is no one better suitable for securing her assets than

the consumer herself: she has the best knowledge about her
own situation, and the best motivation to do it. With the
trend of consumers working on their own devices (opposite of
having shared computers), a consumer security process is the
logical next thing to be developed: Everyone has to manage
the security of her own ‘lifestream’, the time-ordered stream
of documents that is created in the process of her life [6].16

Furthermore, with the ever increasing workforce of inde-
pendent contractors and freelancers, it does not suffice - even
for enterprises - to focus on enterprise security. If the free-
lancer’s Blackberry is not secured, it is not only her own
shop that is at risk, but also the enterprise’s that hires her.
In the near future IT will not only affect our digital (or so-

cial) security, but also our physical environment: the smart
homes of the future will be equipped with medical devices,
digital door locks and smart energy meters. Without a pro-
cess in place to manage this abundance of IT, the consumer
will not have control anymore.
Developing the tools to support this process will not only

have a direct impact on the security of individuals and en-
terprises, but more importantly, it will be a catalyst for the
development of new devices and software: as it makes people
conscious of the shortcomings of existing solutions. Thus,
although our future will be filled with new devices and soft-
ware, we will be better equipped for dealing with them.
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