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ABSTRACT
Human attention is a scarce resource, and lack thereof can
cause severe security breaches. As most security techniques
rely on considerate human intervention in one way or an-
other, this resource should be consumed economically. In
this context, we postulate the view that every false alarm or
unnecessary user interaction imposes a negative externality
on all other potential consumers of this chunk of attention.
The paper identifies incentive problems that stimulate over-
consumption of human attention in security applications. It
further outlines a lump-of-attention model, devised against
the backdrop of established theories in the behavioral sci-
ences, and discusses incentive mechanisms to fix the mis-
allocation problem in security notification, for instance the
idea of a Pigovian tax on attention consumption.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: Human/Machine Sys-
tems—human factors, human information processing ; C.2.0
[Computer Communication Networks]: General—se-
curity and protection; K.6.0 [General]: Economics

General Terms
Security, Human Factors, Economics

Keywords
Interdisciplinary Security and Privacy, Attention Economics,
Usable Security, Bounded Rationality, Security Warnings,
Notice and Consent, HCI, Security Economics, Policy

1. MOTIVATION
“Security is determined the weakest link. And the weakest

link is most likely the user.” This mantra is sounding from
thousands of security awareness trainings around the globe.
Many protection mechanisms are not purely implemented
by means of technology, but are only complete if potential
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security violations can be escalated to the level of user inter-
action. In principle, it is not a bad idea to let the user know if
a remote server’s secure shell identity has changed, a Trans-
port Layer Security (TLS) handshake has failed, or potential
malware is about to be executed. Humans often posses more
contextual knowledge and better capabilities to extract op-
erable conclusions from it than machines—sufficient security
knowledge provided [4]. A typical implementation of such
user interaction consists of a dialog awaiting a decision from
the user on how to proceed [37]. In theory, of course, this di-
alog would rarely occur. In practice, the average user makes
several dozens of decisions per day in response to intercep-
tion dialogs, which interrupt the user’s primary task.

Sometimes these decisions may have substantial economic,
social, or legal consequences. So considerable attention and
cognitive effort should be devoted to finding the right re-
sponse. Yet, the averse circumstances of an interception
dialog already hamper an elaborate decision. And the main
problem is that too many of these decisions are requested
in error. In the long run, users get habituated to taking
meaningless decisions [33]. As a consequence, the few really
meaningful decisions might escape the user’s attention.

Two approaches are conceivable in principle to overcome
this dilemma: first, getting the user out of the loop. This
might be a way forward in certain situations, but it seems
unlikely to be feasible in all cases. Hence, in this paper
we will elaborate on the second approach, that is to econo-
mize user interactions. We argue that user attention is an
extremely scarce resource, which should be best allocated
to the primary task and the decisions that really matter.
One of our main contributions is to interpret unnecessary
user interactions as inflicting negative externalities on other,
possibly more relevant, decisions.

Understanding user attention as a public good may sound
exaggerated at the first glance, but it is only a logical conse-
quence in a succession of resources that appeared abundant
until people realized their rivalrous nature. In the 18th cen-
tury, pasture seemed abundant in most places of the world,
yet population growth and urbanization led to “tragedy of
the commons” in its literal meaning [49]. In the 19th cen-
tury, industrialization brought pollution and the need to fix
the externalities in the consumption of clean environment,
a public good that was previously believed to be abundant
[50]. Until the late 1980s, adding free computing resources
to a network would have been considered as a charitable act,
and only few might have realized the negative externalities
emerging from unsecured programmable nodes in a network
[111]. In all these cases, policies have been established—or
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are under discussion [110]—to internalize these externali-
ties. User attention might just be the resource to be over-
consumed and thus exhausted in the 21st century [101]. So
it is time to reason about ways to fix the allocation problem.

Our resource of interest is human attention, more specifi-
cally the capability to take decisions in response to questions
posed by a system. This perspective is general enough to
unify topics that have previously been studied rather inde-
pendently. Concrete security warnings with actionable op-
tions are only one example. Our arguments extend to top-
ics of privacy regulation, notably notice and consent, and
computer-mediated contract negotiations [61]. The specifics
of these situations can be reflected in our model by adjusting
its parameters. There may be further applications without
direct security or privacy implications, which thus are be-
yond the scope of this paper.

Section 2 presents the problem in its various instances—
spanning security warnings, privacy notices, and click-wrap
licenses—by borrowing from social psychology and cognitive
theories of responding to closed-form questions. We will ar-
gue, and support with evidence, that optimizations of the
user interface design are likely to be only marginally effective
in the long run (if at all). Therefore the only way forward is
economizing the use of human cycles for decisions. Section 3
outlines an economic model of user attention as scarce re-
source and discusses strategies to incentivize sparsity in user
interactions by internalizing the negative externalities. This
section also enumerates challenges that prevent our “secu-
rity paradigm” from being a silver bullet. Section 4 explains
similarities and differences of our approach to a range of the-
ories in social psychology and economics, for instance the
economics of attention and the paradox of choice. Section 5
concludes this paper with a summary of implications.

2. PROBLEM STATEMENT
The proliferation of computers to serve as interaction part-

ners with human beings in everyday life continues to im-
prove efficiency and productivity [17]. This development
goes along with a shift in the relative distribution of transac-
tion costs between the involved parties. In human–computer
interactions, automation has substantially reduced the cost
of asking standardized questions to many human beings.
Conversely, the cost for every individual to provide an elab-
orate response remains constant at best. In the presence
of frictions, which prevail in most markets for information
goods [99], the side represented by a computer is likely to
oversupply questions, thereby dumping the burden to an-
swer on the human part. The software industry’s habit
to include lengthy End User Licenses Agreements (EULAs)
drafted in obscure legalese is just one example of this shift
in the relative transaction costs.

The transaction costs involved in answering questions is
paid from a special budget, namely users’ attention. Social
psychologists use dual-path models as tools to relate the
attention devoted to a task to its likely outcome. Promi-
nent examples are the Elaboration Likelihood Model (ELM)
[88] and the Heuristic–Systematic Information Processing
Model (HSM) [24]. Both models are designed to explain at-
titude changes and have been examined in numerous empir-
ical studies [25]. As our interest is less on attitude change
than on the decision process when reacting to questions,
we use dual-path models inspired by the ELM and HSM,
but adapted specifically to the process of answering (stan-

dardized) questions. These models evolved in the 1980s and
1990s in the context of survey research, where scholars tried
to understand the cognitive roots of response errors with the
intention to minimize or correct them [109].

2.1 Optimizing versus Satisficing
Figure 1 visualizes the cognitive processes involved in an-

swering questions according to Krosnick and Alwin’s dual-
path model [65, 64]. This model distinguishes two idealized
response strategies, optimizing and satisficing. Users who
choose to optimize first read and interpret the question,
then they retrieve all relevant information from the long-
term memory and possibly additional sources, then form a
judgment by weighting the information according to pre-
dispositions and beliefs (e. g., by comparing possible out-
comes of their decision), and ultimately express their re-
sponse by picking the alternative that fits their conclusions
best. Translated to the example of a browser warning, this
means a user reads the full warning message including the
underlying certificate details, then recalls what she knows
about web safety, the TLS protocol, and her organization’s
security policy, then weighs contextual information (How
likely and how severe would a man-in-the-middle attack be?
How urgently do I need to access this website?), and finally
expresses her decision by clicking the appropriate button.

Satisficing, by contrast, implies that neither the question
is properly read nor understood, information retrieval is
bound to salient cues residing in the short-term memory,
and judgment is made by simple heuristic rules. Some of
these steps might even be skipped. The result is a sub-
optimal response that can be found with minimal effort. In
our example, this corresponds to the type of user who clicks
warnings away almost instinctively.

A number of empirical studies, primarily in the area of
survey research, investigated determinants for the choice of
the optimizing, respectively satisficing path [65, 64, 109].
However, we are not aware of any studies of browser warn-
ings building on the dual path model (in our previous work,
we conducted a study on consent dialogs [11]). Determinants
supporting optimizing include

• High interest in the topic of the question,

• Very knowledgeable about subject matter,

• Positive expectations about the outcome of the deci-
sion, and

• High need-for-cognition, a personality trait [18].

Determinants for satisficing include

• Low motivation,

• High difficulty of the question,

• Absence of economic or behavioral incentives, and

• Monotonous repetition.

As is apparent from this list, security-related interception
dialogs have a very dim chance of being processed in the
systematic path, in particular, if they appear excessively
without observable consequences.
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Figure 1: Dual-path model of response process: optimizing (upper path) and satisficing (lower path) [65, 64]

2.2 Dead Ends
In the following, we are interested in considering a number

of solution approaches that have resulted in dead ends.
First, some of the determinants of optimizing and sat-

isficing behavior can be positively influenced with interface
design techniques. A number of user warning approaches are
based (at least partially) on more intrusive interruptions of
the desktop experience. A popular technique is to display
a highlighted warning message that necessitates a user deci-
sion before the activity can be resumed. This approach can
be implemented in degrees of different harshness. For exam-
ple, the User Account Control (UAC) system in Windows
Vista/7 disallows any (even entirely unrelated) desktop ac-
tivity until the user makes a decision about the warning mes-
sage [92]. In a recent small-scale user study, however, 20 %
of the participants entirely disabled the UAC [83]. Another
small-scale user study tested even more intrusive methods to
catch the users’ attention when opening a potentially dan-
gerous email attachment [60]. One interface required the
user to do some proof of work (e. g., retyping a file name).
Another interface combined surveillance with the threat of
consequences by asking for a justification to open the at-
tachment, suggesting that the stated reason would be stored
and audited. Unlike in [83], [60] report that the interfaces
led to more secure behavior and positive subjective usabil-
ity evaluations. But objective measures, such as response
latency deteriorated. Results from experimental studies on
user interface design might even be too optimistic, as every
new mode of presentation is likely to receive more attention
while it is novel. But its eye-catching effect might go away
once the users become habituated to it [37, 107, 11].

Second, in order to counteract the desire of users to switch
off notifications altogether, the frequency of warning mes-
sages can be adjusted (i. e., typically reduced) by the system
designer. Likewise, the user may be able to access an options
menu to selectively disable certain notification types. On the
one hand, this trend suggests that there may be room for
flexibility with respect to the need for notification. In con-
trast, some commentators feel that software companies bow
to the pressure of consumers (who feel overburdened by too
many warning messages) and as an imperfect response leave
the software vulnerable to external intrusions [42].

A related notice approach are polymorphic advice mes-
sages [16, 60, 115]. The main idea is to create context-
specific dialogs asking the user questions about a security-
related incident (e. g., does the user expect the message con-
taining an attachment). With the gathered information,
the system can then set a suitable course of action (e. g.,
blocking the attachment). To dissuade the user from giving

inaccurate information or to cheat the system in order to
circumvent the security mechanism, an auditor can be in-
volved to administer rewards or penalties (e. g., shutdown
of email client for a period of time). This approach spreads
the attention-consuming actions to additional parties (e. g.,
the auditor). Further, context comprehension of the secu-
rity situation is a difficult problem for the general case of all
potential user actions (e. g., if irrelevant options are shown
to the user trust in the system will diminish).

A third approach is to lower the stakes for security com-
promises. The principle of least privilege as implemented,
for example, with Low-privileged User Accounts (LUA), ex-
emplifies the idea that users operate within a more restricted
space, but also better contain the damage that an outside
attack may be able to cause. According to a report issued by
Microsoft back in 2005, about 85 % of its corporate users exe-
cuted their everyday business using administrator privileges
[89]. In their recent laboratory study of college employees
and students, Motiee et al. found that all participants uti-
lized high privilege user accounts, and that knowledge about
the benefits of restricting access rights was largely absent
[83]. This conflict is unlikely to be resolved at the user noti-
fication level, but is perhaps best addressed in the program
development phase. That is, the tradeoff between conve-
nience and security does not solely originate from the user,
but programmers need to understand the interdependency
between simplicity and realistic threat modeling [108].

Fourth, content providers and desktop software companies
may rely on third party security software to be installed by
the user to prevent and mitigate problems, and essentially to
sidestep the notification process. However, the reports pub-
lished by the National Cyber Security Alliance have shown
that the penetration of end user systems with security tech-
nologies is unsatisfactory. In their 2010 study, only 37 % of
the researched user population had, in fact, a full software
security suite installed on their systems [84]. Moreover, a
recent research study indicates that investments in security
technology might be partially offset by users’ increased risk-
seeking behavior [26]. This observation can be explained
with Peltzman’s theory of risk compensation stating that in-
dividuals typically make a joint assessment for the demand
for safety and usage intensity (e. g., faster driving on a high-
way or more adventurous browsing behavior on the Internet)
[87]. Further, users are overly optimistic that they can han-
dle online security risks or that they will not be affected by
attacks [20].

A related fifth strategy is to leverage user attitudes. Count-
less studies have shown that users are concerned about their
privacy [1, 2, 66, 104] and security [45, 67, 84]. Common
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sense would dictate that users who are strongly concerned
about security and privacy would also exhibit more careful
and diligent behaviors. However, Spiekermann et al. demon-
strated that actual behaviors do not correspond strongly
with privacy preferences [104], and Acquisti and Grossklags
published similar findings extending also to the domain of
security [2]. The lack of fit in these simple correlation anal-
yses calls for the adoption of more elaborate models to ex-
plain behavior from reported intention, such as the theory
of planned behavior [5], in the context of privacy and se-
curity. Moreover, purely survey-based studies should be
treated with caution when it comes to explaining behavior
(see, for example, [70]).

A sixth approach is to rely on social influence from peers,
friends and family members or expert influence by adminis-
trators under the assumption that group decisions or more
proficient external advice are likely to result in a more ro-
bust security outcome. From a theoretical perspective, Wil-
son’s model of cognitive authority suggests that individuals
rely on first-hand experience, but also second-hand narra-
tives to construct knowledge [119]. The argument is that
users rely on information from other individuals to navi-
gate situations outside of their own expertise. It is unclear
how suitable this model describes security-relevant interac-
tions. For example, a number of technical proposals rely on
improvements of security configurations based on data by
peers (see, for example, [116]). Human influence, however,
may be subject to conflicting advice and herding effects.
For example, Salganik and Watts showed that weak signals
can easily be overwhelmed by group behaviors, while only
strong signals might survive initially conflicting herding pro-
cesses [93]. Security notifications likely fall into the former
category. Another concern is that peer groups lack precise
boundaries which might enable attackers to infiltrate them.

This list is likely not exhaustive (e. g., one could bene-
fit from user experience whether real or simulated with at-
tacks), but should serve as introductory evidence for the
complexity of the problem space.

2.3 Instances
An abundance of research and industry studies indicates

the current ineffectiveness of the involvement of the user in
security decision-making. Below, we summarize a number of
key studies sorted into different topical areas with the con-
sideration of security warnings being of primary relevance
for our argument.

2.3.1 Security Warnings
Users regularly miss deployed security indicators [46, 95,

107]. These findings are robust even in contexts where users
should have particularly strong prevention incentives, e. g.,
in the context of phishing [33, 37, 121] or fake/malicious
warning messages [100, 105]. Some proposed design im-
provements yield more encouraging results, but rarely affect
the overwhelming majority of experimental subjects [103],
or utilize more involved interaction techniques (such as two-
factor authentication or customized security indicators) [32].

The effectiveness of warnings has been studied in a num-
ber of different context, e. g., nutrition and health. Argo
and Main conducted a meta-analysis of several impact di-
mensions. Reading and comprehension as well as recall of
the warning were shown to be not affected by moderating
variables that included vividness, location, familiarity, prod-

uct type etc. Attention was impacted by the former three
moderating variables. Finally, cost of compliance was found
to impact behavioral compliance with the warning [6].

Several other factors may impact the significance of warn-
ing messages. For example, there is a discrepancy between
individuals’ ability to absorb different kinds of information.
A recent study has shown that users can express a robust
opinion about the visual appeal of a website in as little as
50 ms [72], while absorbing the content of a warning message
obviously takes much longer. Further, there is typically a
positive correlation between trusting the informational con-
tent of a site and its visual appeal [35]. It follows that trust
judgments about a site may impact the incentives to scruti-
nize a warning message.

Felten’s exclamation that “given a choice between dancing
pigs and security, users will pick dancing pigs every time”
[80] serves as a reminder that handling security dialogs is
typically not the primary objective of a user. Security warn-
ings that are perceived as interruptive are likely dismissed
or, if possible, ignored [46]. A further implication is that
curiosity frequently trumps cautiousness.

However, frequent interruptions are not only undesirable
but actually harmful. Recent research shows that, in partic-
ular, older users suffer from interruption recovery failures,
i. e., an inability to dynamically switch between activities
[28]. As a consequence a more significant effort is needed to
refocus on the primary task.

2.3.2 Online Privacy Notices
In contrast to warning messages, privacy notices are usu-

ally not presented to the user in a vivid and engaging man-
ner. Instead, the terms are available in a privacy statement
accessible via a link from the main page of a website or in-
stallation dialog of a program. In addition, either the user is
presented, similar to browse-wrap or click-wrap agreements,
with an agree/disagree choice or agreement is implicitly as-
sumed when utilizing a product or site. This distinction is
related to the opt-in versus opt-out debate, however, many
differences in implementation details exist and would require
a more thorough treatment. Essentially, consumers face two
types of cost. First, they have to make an assessment on
whether they might like the product or service. Second,
they have to decide whether to invest attention in the anal-
ysis of the associated privacy consequences. For opt-in this
decision is made up-front. For opt-out, it may occur at a
later time. The relative desirability of these two regimes
may depend on many factors.1

Vila et al. dismiss the usefulness of state-of-the-art pri-
vacy notices [114]. They argue that privacy claims are too
uninformative to overcome information asymmetries between
consumers and service providers. Longitudinal studies have
shown that accessibility, writing style and content quality

1A previous analysis established a cost–benefit argument
with the view of opt-out being more consumer-friendly than
opt-in [74]. This thesis is likely difficult to support under
more general assumptions. In contrast, Bouckaert and De-
gryse develop an economic model showing that if consumers
can exercise their option at no cost, opt-in and opt-out are
equivalent. If exercising the option is costly for consumers,
opt-out results in the lowest degree of privacy protection as
personal information is marketed, opt-in offers an interme-
diate degree of protection as personal information flows only
within a firm, and anonymity obviously provides the highest
degree of protection [13].
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are insufficient and do not evolve satisfactorily [59]. In fact,
another study evidenced that for average notices length in-
creased and readability declined over time [81]. Readability
studies have also been undertaken for health and financial
privacy notices [15, 52, 53, 54]. Typically, the results show
that notices require at least a college level reading profi-
ciency which is not appropriate for the generic consumer
with highly diverse educational backgrounds. A point esti-
mate of the aggregated opportunity cost of reading privacy
policies in the United States’ online economy gives an order
of magnitude of US$ 780 billion per year, or about 35 times
the value of all online advertising [79].

Modifying the privacy notice experience can be helpful
[58]. In experimental settings, embedding privacy indica-
tors close to search results was shown to impact consumer
choice even if being associated with a small price premium
[38]. Similarly, privacy warnings increase the awareness of
users about privacy risks related to information disclosures
[69]. In contrast, the evidence for seals is mixed. Mai et al.
report positive price premiums after controlling for vendor
characteristics [75] whereas Larose and Rifon find no effect
on the disclosure intentions of subjects in a convenience sam-
ple [69]. Edelman explains such null results with the lack of
substantial verification of trust seal approvals and the under-
lying incentives suggesting that less trustworthy companies
are particularly interested in seeking accreditation [36]. De-
sign proposals increasing the transparency of privacy and
security actions and consequences may be helpful to over-
come some of these unwanted marketplace outcomes [43].

Other related notice contexts might benefit from research
efforts on privacy notices. See, for example, the develop-
ment of financial or health privacy notices in response to the
Gramm–Leach–Bliley Act [62, 71] and the Health Insurance
Portability and Accountability Act [23], respectively. Fur-
ther, online sales and membership programs that piggyback
on user-initiated purchases at a wide range of merchant sites
have led to a recent outpour of consumer complaints arising
from the self-stated lack of awareness by consumers about
having ever enrolled in such programs [30]. The recently
passed Restore Online Shoppers’ Confidence Act addresses
some structural problems of these practices (e. g., the hid-
den transfer of payment credentials to a third party without
consumer knowledge).

The improved notice regulatory requirements for the afore-
mentioned acts all rely on the FTC Fair Information Practice
Principles [41]. The key aspects are a reliance on disclosure
of substantial terms and the opportunity for consumers to
consent to these terms. As our discussion suggests, the prin-
ciples can guarantee only a limited effectiveness from the
user perspective.

2.3.3 End User License Agreements
Allegedly, Judge Richard Posner of the United States Court

of Appeals for the Seventh Circuit and Chief Judge John
Roberts of the Supreme Court of the United States admit-
ted to not reading boilerplate notices [77]. However, such
agreements might contain unfavorable terms that may also
contain provisions impacting users’ privacy and security [47].
The latter finding might initially appear surprising. But End
User License Agreements (EULA), in particular, need to ad-
dress modern business models for consumer programs that
include data collection, targeted advertisements, etc. More
generally, experienced contract lawyers argue that “the typ-

ical vendor software license has much less to do with the
licensing of technology than it does with the creation of
multiple revenue streams flowing from the user to the ven-
dor and the elimination or minimization of most forms of
accountability from the vendor to the user” [86].

The question is why do apparently consumer-unfriendly
practices survive in the open marketplace [94]? Partly, in-
creased concentration in some business segments might allow
vendors to dictate strict terms.2 However, recent empirical
research showed that while price for software programs ap-
pears to be indirectly correlated with increased competitive-
ness of a market segment, the same does not apply to the
harshness of terms [76]. Beales et al. argue that market con-
centration will predictably impact attributes that are readily
observable to the consumer, i. e., price, but will have only a
vague or exploitative influence less visible factors [7]. Our
discussion of the lack of readability and usability of notices
directly applies also to the case of EULAs indicating that
privacy and security terms are much less likely apparent for
the average consumer [22, 48]. Moreover, any rephrasing of
boilerplate language is affected by practical limits of how
much complex legal concepts can be simplified [78].

2.4 Summary
We have discussed three relevant instances where software

developers tend to delegate relevant security decisions to the
user and we have cited a range of empirical results on how
users fail to react in the intended way. This mismatch and
the inadequacy of simple apparent solutions, such as user
interface optimizations, can be explained with established
dual-path models of cognitive processes for responding to
closed-form questions (Sect. 2.1). According to this theory,
a common weak spot of the solution approaches reviewed
in Sect. 2.2 is that they do not scale. Therefore, the most
promising way forward is to ration user interactions. This
leads to questions of which interactions are dispensable and
how to get software developers to implement fewer inter-
actions. In the following, we present an economic model,
informed by the dual-path model, to tackle the allocation of
user attention.

3. LUMP OF ATTENTION MODEL
In this section, we devise a stylized economic model that

describes user attention as a public good. Unlike other pub-
lic goods, user attention is not a common pool resource, but
distributed over many users. This imposes additional con-
straints on the allocation problem: a system (or society) is
at risk not only if the aggregate attention is exhausted, but
already if the attention budgets of a significant amount of
users are maxed out. So, in principle, the objective func-
tion should minimize the consumption of the aggregate at-
tention budget while balancing the distribution of resource
consumption over all users.

3.1 Setup
Our model distinguishes between users and defenders.

The latter are responsible for the design of security mecha-

2Some legal scholars believe that one-sided contracts are not
consumer-unfriendly. In fact, they argue that consumers
(due to an absence of reputation concerns) can act oppor-
tunistically in their transactions with a company. The ven-
dor, therefore, offers more lopsided contract terms to prevent
such exploitation [9].
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Figure 2: Defenders’ choice: thresholds τB , τG

nisms whereas the former contribute to security by making
security decisions if asked. Software vendors, banks, and
website operators are the real-life equivalent of the defenders
in our model. As a starting point, we assume two defenders
and only one user who is endowed with an attention budget
a = 1. Each defender designs one system to be used by the
users. During operation, these systems will face situations
undecidable by the machine, for instance whether a remote
host is authentic despite an invalid TLS certificate. In the
simplest case, there are two states, good and bad, and we
assume that the system knows the probability distribution
(pG, pB = 1−pG). The defender has three options to design
the system reaction:

1. Continue operation (C): This is the right choice if
the true state is good. In this case the user extracts
utility u and the vendor benefits (indirectly by pro-
longed service contracts) with utility γu. Otherwise,
a major security problem causes costs to the user and
the defender (through reputation loss and compensa-
tion to the user).

2. Halt (H): This is the appropriate choice in the bad
state. It avoids the costs of a security problem s. Inde-
pendent of the state, the user incurs opportunity costs
from the missed utility (which she prefers in the bad
state nonetheless).

3. Ask (A): Interrupt the user with an interception di-
alog. The user will identify the state and choose the
right option (C if in state G, or H if in state B) if
her attention budget is not exhausted (a > 0). This
optimal decision will consume a part of her attention
budget and decrease a by ∆a. Otherwise, if a is al-
ready exhausted, the user decides along the heuristic
path and chooses without further reflection the option
she has more often chosen in the past.

Table 1 shows representative payoffs for users and defend-
ers associated with each combination of system reaction and
true state.

Some additional assumptions stand to reason. In particu-
lar, we assume that defenders and users suffer equally from
a security breach. This avoids assumptions about the settle-
ment of damages. Observe from Table 1 that the cost of a
security breach are not passed on to the defender if the user
has been asked. The defender might decline compensation
and avoid reputation loss if responsibility can be credibly
dumped on the user. We also assume that u < s, normalize
u = 1, and restrict our analysis to the case of 0 < γ ≤ 1,
hence γ ≤ 1 < s. A final simplifying assumption is that
∆a = 1. This means only the first decision is systematic
and every following decision repeats the outcome of the ini-
tial systematic decision.

Table 1: Payoff matrix by state and system reaction

True state

G (good) B (bad)

User’s payoff
C (continue) u −s
H (halt) 0 0
A (ask) a > 0 u 0

a = 0 & C u −2s
a = 0 & H 0 0

Defender’s payoff
C (continue) γu −s
H (halt) 0 0
A (ask) a > 0 γu 0

a = 0 & C γu 0
a = 0 & H 0 0

The derivation of (conditional) probabilities for the events
(H,A,C) and (G,B) are given in the appendix. Since the
model does not terminate, we compare asymptotic inter-
temporal payoffs with discounting (r = 5 % per round) and
search for optima on numerical grids.

3.2 Equilibrium Attention Consumption
Each defender sets two choice variables to define the thresh-

olds for the system reaction as a function of pG: the system
reacts with H for 0 ≤ pG ≤ τB , with A in the interval
τB < pG < τG, and with C for τG ≤ pG ≤ 1 (see Figure 2).
We will now analyze the resulting equilibrium attention con-
sumptions for a single defender and for different modes of
interactions between multiple defenders.

3.2.1 Single Defender’s Optimization Problem
Figure 3 displays a single selfish defender’s optimal choices

for (τB , τG) as a function of his opportunity-to-risk ratio,
the only free parameter determining the defender’s payoff.
Quite naturally, the defender is very conservative (i. e., never
allows C) if he does not participate in the utility but bears
the risk of a false decision. His strategy changes slightly if
his incentives become aligned with the usefulness of the sys-
tem. Nevertheless, the gap between τB and τG remains wide
open, indicating that users are requested to judge between
50 % (rightmost) and 70 % (leftmost) of undecidable secu-
rity decisions. So defenders who optimize selfishly impose a
substantial burden on users. We obtain this result because
the negative outcomes of attention loss and subsequent deci-
sion errors by the users are not internalized in the defender’s
decision function.

Note that everything that holds for a single defender is
also true for a setup with multiple homogeneous defenders
who tap the same attention budget.

3.2.2 Defenders as Players
Negative externalities of a different nature emerge if two

heterogeneous defenders are assumed. For example, an on-
line bank and an online flower shop may have different ex-
posures to risk, as materialized by sbank � sshop. Yet, they
compete for the same attention budget with regard to a
users’ reaction to a TLS warning. If both defenders optimize
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Figure 3: Single defender: optimal threshold set-
tings as a function of the defender’s opportunity-to-
risk ratio. The black (outer) lines refer to a selfish
optimization problem (Sect. 3.2.1). The gray (inner)
lines are the solution if the user’s payoff is included
in the objective function (Sect. 3.3).

locally, they might come to different solutions for (τB , τG).
While the user would be best off to spend her valuable at-
tention on security decisions related to the bank’s website,
this does not stop the flower shop from demanding atten-
tion when subjectively determined to be optimal. Hence,
this lax threshold imposes negative externalities not only
on the user, but also on the other defender. The habit to
confront users with coercive choice dialogs, such as EULAs
and other take-it-or-leave-it decisions, can be interpreted as
an extreme case of wasting the attention budget. The me-
chanics between two or more heterogeneous defenders can be
expressed in a game-theoretic formulation where defenders
are players. We defer its formalization to future work.

3.2.3 The Attacker as Player
Once in the game-theoretic domain, it is a logical next

step to include the attacker as a strategic player [44, 82].
Two variants are conceivable. First, an attacker who acts
like a defender and intentionally spoils the attention bud-
get. This is akin to penetrating a network to increase the
signal-to-noise ratio of an intrusion detection system such
that a later real attack is less easily reacted upon. The sec-
ond category includes fake security messages to capture the
user’s attention and exploit her naive reaction. Interestingly,
while web banners mimicking Windows warning dialogs were
prevalent in the early days of the commercial Internet, their
proportion has faded. One can speculate if this is caused by
the heightened professionalism of the online ad industry, or
rather because of fading click-through rates resulting from
users’ increasing indifference to warning messages.

3.3 Optimal Allocation
In our model, users are no strategic players. They are

best off if they are never asked, because responding once
opens the path to cost 2s in the case of (A → C,G). The
probability of this payoff is zero only if τB = τG (cf. Eq. (17)
in the appendix). All other outcomes are identical whether
the system chooses automatically or asks the user via A.

As a result, the optimal allocation in the simple optimiza-
tion problem (i. e., one defender) is to aggregate the payoff
of the user and the defender to a measure of social welfare.
In the absence of any further guiding assumptions both com-
ponents may account with equal weight. The introduction
of application-dependent weights is certainly possible and
smooths the outcome between the two corner cases (see, re-
sults presented in Sect. 3.2.1 and τB = τG).

The gray lines in Figure 3 show a single defender’s optimal
choice for (τB , τG) if the user’s cost is included for s ' u.
Even under these conservative parameters, the gap between
τG and τB narrows substantially. This means in the socially
optimal situation, users see interception dialogs much less
frequently than in the equilibrium solution.

3.4 Fixing Misallocation
Once the existence of externalities has been determined by

comparing the social to the selfish equilibrium outcome, one
can reason about ways to ameliorate the allocation problem.
In this section, we will discuss several approaches—formally
when applicable, otherwise informally.

3.4.1 Changing the Norm
First, we will consider benevolent defenders and what they

can do to ration user attention. Many software developers
might not even perform the above cost–benefit calculation
and just implement what is common industry practice. Sim-
ilarly, software designers have to address a large number of
security problems and usability aspects, and, therefore, do
not fully appreciate the complexity of the intersection of
these two areas [90]. As a result, the selection of security
problems that are escalated to the user level is frequently
inadequate and the design of the dialogs is not conducive to
effective consumer decision-making [122].3

If such descriptive social norms govern the standard of
security user interfaces, a first step could be to change the
norms. For example, Microsoft recently proposed the NEAT
guidelines considering the practical particularities of notice
design and frequency of user interaction. NEAT stands for
“Necessary, Explained, Actionable, Tested” [90]. Software
designers are informed about the best practices through a va-
riety of teaching tools such as information cards and hourly
seminars that include specific examples.4 This attempt to

3Zurko and colleagues described the flawed escalation pro-
cess when a system detects something dangerous as follows:
“It can ignore the danger and proceed, it can disallow the
action silently, it can disallow the action and report the fail-
ure [...], or it can ask the user what to do [122].” They
concluded that “it would be highly unusual for the user to
have enough information to determine whether the action is
proper or not. The warning box might as well say: Do you
feel lucky?”
4NEAT specifically targets user warnings and notices.
Broader definitions of effective usable security have been
provided in the past. E. g., Whitten and Tygar consider se-
curity software as usable if the people who are expected to
use it: “1. are reliably made aware of the security tasks they
need to perform; 2. are able to figure out how to successfully
perform those tasks; 3. don’t make dangerous errors; and
4. are sufficiently comfortable with the interface to continue
using it [117].” Even broader requirement catalogues distin-
guishing “polite” from “selfish” software include, inter alia,
the principles of respectfulness (“software [...] does not pre-
empt user choices”), helpfulness (“helps users make informed
choices”), and personalization (“polite software remembers
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Table 2: Modified payoff to find fair attention tax t

True state

G (good) B (bad)

Defender’s payoff
C (continue) γu −s
H (halt) 0 0
A (ask) a > 0 γu− t −t

a = 0 & C γu− t −t
a = 0 & H −t −t

establish a new injunctive norm is a step in the right di-
rection and complementary to our systematic analysis of
previous work and economic interpretation of relevant ex-
ternalities.

Incidentally, our model suggests a rational explanation
why big players in the industry are more likely to take the
initiative. Defenders with a large “user surface” internal-
ize more of the negative externalities of attention consump-
tion than small specialized defenders. For example, security
warnings of Internet Explorer compete for the same unit of
attention with the Windows OS, so Microsoft as a whole
should act with caution. By contrast, the installer of a rare
software tool has little to lose and might demand user at-
tention more recklessly. Another argument for the same hy-
pothesis can be made on the difference in potential damage
to the defender’s reputation.

3.4.2 Feedback
Software developers might not be aware of how much user

attention they consume. If there is a problem of overcon-
sumption, one should be able to measure it. A simple so-
lution would be to install feedback channels which count
the number of occurrences and report it—aggregated and
anonymized at the collection stage to protect user privacy—
to the responsible parties. This could inform a benevo-
lent defender to improve his strategy. If the defender is
not benevolent, such aggregated statistics can be used by
a regulator or independent watchdog to discipline the mar-
ket participants’ behavior. There is a range of options from
simple blame-and-shame (coupled with the hope of anticipa-
tory obedience), via fixed fines, to a tax regime specifically
designed to internalize the externalities as much as possible.

3.4.3 Attention Tax
We elaborate the idea of an attention tax by recapitulat-

ing our formal model. A Pigovian tax is levied to internalize
the disutility of a market activity generating negative exter-
nality with the tax rate. In our case, this could compensate
for the relative shift in the distribution of transaction costs
in human–computer interactions (see Sect. 2). However, our
model measures attention and payoff on two different scales.
Therefore, we have to solve the model to find the monetary
equivalent of one unit of attention. This defines the atten-
tion tax rate t to be charged from every user interaction, as
specified in the modified payoff structure of Table 2. Note
that we do not consider tax differentiation between the six
outcomes of state A. This is reasonable because neither the

its past interactions with the user, and carries forward past
choices”) [118].
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Figure 4: Attention tax rations user interaction
(γ/s = 0.5, color coding as in Fig. 3)
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Figure 5: Welfare effect of attention tax (γ/s = 0.5)

attention budget nor the true state is readily observable in
practice.

Figure 4 shows a single defender’s optimal thresholds as a
function of the tax rate t standardized by his share of u in
the good state. The opportunity-to-risk ratio has been fixed
at γ/s = 0.5, all other parameters are similar to Figure 3.
Observe that the gap between τB and τG closes steadily until
user interactions disappear at a tax rate of slightly below
50 % of the defender’s operative revenue (from undecidable
situations). The next question is whether such a drastic
measure is truly necessary? We reply affirmatively. As can
be seen in Figure 5, social welfare increases with the tax rate
until τB = τG. Increasing the rate further is not beneficial
as the social optimum will never be reached. The reason
for this discrepancy is the different operating point τB =
τG obtained from the private versus the social optimization
problem. Note that without constraints on s and γ, it is
impossible to design a Pigovian tax that reaches the social
optimum unless the realization of the true state G or B is
known.

Depending on the frequency of undecidable situations, the
tax rate of 50 % can be prohibitive. It is presumably higher
than most ad-financed businesses can afford. Yet, this incen-
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tivizes both the rationing of user attention and maybe the
reduction of undecidable situations in the first place. Both
outcomes are good for security.

This analysis is not a full equilibrium closed economic
model, as we concentrate on the incentive effect of the atten-
tion tax and ignore the revenue effect. Further refinements
could compare situations where the revenue is socialized or
paid directly to the users in compensation for their contri-
bution. Both ways come with some caveats which need to
be studied separately.

A final concern regarding the practical feasibility of a tax
collection scheme can be addressed by referring to the pos-
sibility of automation. If fully-fledged auctions can be exe-
cuted to decide individual ad placement, then the technical
challenges of an attention tax mechanism appear manage-
able. Besides, tax schemes have been proposed for other
externalities of information technology, such as security vul-
nerabilities [19].

3.4.4 Cap and Trade
Attention taxes promise to fix the allocation problem in

theory, yet in practice it remains difficult to find the right
rate. In such situations, market mechanism are the jack-
knife solution. For example, we could seek inspiration from
the carbon emission markets and implement a cap and trade
scheme. If a revenue effect is politically feasible, the prob-
lematic allocation of initial rights can be evaded. The choice
of the cap level can depend on the overall network security
situation.

This completes our discussion of incentive measures.

3.4.5 User-side Automation
Finally, a technical solution is conceivable as alternative

or complementary measure (e. g., financed by tax savings).
The idea is to reduce user interactions by automatizing re-
sponses as much as possible, either through intelligent sys-
tems that make use of contextual knowledge and policies, or
by generalizing from one (hopefully considered) user deci-
sion to many similar cases. In this sense, proposed schemes
for security information sharing in a web of trust [113] can
be interpreted as means to realize economies of scale for
user decisions. Examples for policy-based automation exist
in the realm of privacy-enhanced identity management [29]
and machine-readable privacy policies [31, 97]. An example
for reputation-based mechanisms include Microsoft’s down-
load evaluation mechanism included in IE SmartScreen.5

Another way to frame this idea is the adaptation of the
social navigation paradigm [55] to guide user decisions on se-
curity [34] and privacy [10] options. Social navigation refers
to the principle of communicating (aggregate) behavior of
other users in order to facilitate choice in otherwise unman-
ageably large decision spaces. From the point of view of
social psychology, this corresponds to supporting the for-
mation of descriptive social norms [27]. These norms are
then easy to follow even by individuals who tend to satis-
fice. If this reduces the cost of decision-making while main-
taining the decision quality, a gain in decision efficiency can
be achieved. This would limit the impact of negative exter-
nalities even though the problem is not tackled at its very
source. Empirical results from a pilot lab experiment on

5http://blogs.msdn.com/b/ie/archive/2011/05/17/
smartscreen-174-application-reputation-in-ie9.aspx
(not to be confused with an identically-named blacklist)

personal data disclosure decisions suggest that social nav-
igation may influence behavior if the visual cues to signal
the norms are strong enough [10]. However, this study is in-
conclusive about the overall decision efficiency because the
decision effort, measured in time to completion, increased
with the strong cue, and the quality of the cue was not en-
dogenized in this setup. The very fact that users follow other
users when uncertain about privacy-relevant actions is also
supported with empirical evidence from a larger field study
in the context of online social lending [12].

3.5 Practical Problems
Our idea is certainly not without problems. In this section

we collect reasons why it is too early to expect a silver bullet.

3.5.1 Quantification
The main obstacle is to measure the true values for the

cost and benefit parameters in the model. This is crucial
because of the risk that wrong estimates discourage user
interaction in situations where it is utmost needed.

Another quantification problem is to determine the prob-
ability of the good state pG, which our model assumes to be
known by the system. In practice, the system has to make
a decision based on noisy proxies for pG and decision errors
due to this measurement noise have to be accounted for.

3.5.2 Attribution
The technical details of an undecidable situation are usu-

ally not as straightforward as in our model. Most often
multiple parties are involved. For example, a TLS warn-
ing could be caused by deficiencies of the website, any of
the certification authorities in the chain of trust, the proxy
server, the web browser, the operating system, or a real at-
tacker. Now, if a security warning is displayed to the user,
who of the involved parties should pay the attention tax?
This highlights the problem of attributing responsibility for
security actions on a very microscopic level.

3.5.3 Individual Differences
Users are not homogeneous. They may differ in cognitive

capacity depending on personality traits [18] and situational
states. This exacerbates the quantification problem and it
is an open research question if an incentive mechanism ex-
ists that is invariant to individual differences, or at least one
that reacts gently to minor mistakes in the underlying as-
sumptions. Clearly all measures aiming at user education
and awareness training directly or indirectly affect the spe-
cific capacity and efficiency in dealing with security decisions
and thus the severity of externalities from user interactions.

4. RELATED THEORIES
We conducted a broad literature review but could not find

any works that take a formal economic approach in study-
ing externalities on human attention consumption, not to
mention in a security or privacy context. Nevertheless, we
identified a number of related fields. In this section, we
briefly review the most relevant directions and their relation
to this work.

4.1 Economics of Attention
Economics of attention can be understood as the flip side

of information economics. The prevalence of information
systems has created an abundance of information so that
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human attention and processing capability have become rel-
atively scarce resources. This coined the distinction between
information-rich and information-poor environments [101].
Attention economics seeks to optimize the allocation of a de-
sign space capable of attracting human attention by treating
it as virtual real estate. Examples include positions in search
engine results [56] or brand recognition in name spaces.

A number of recent economic studies investigate different
strategies how websites can gain the attention of individuals
and eventually a larger group [40, 120]. Likewise, significant
effort is invested into advertisement effectiveness studies to
translate exposure to ads into click-through and eventual
purchasing actions [3]. Our work differs because in the user
notification context indiscriminate attraction of attention is
not necessary and frequently unwanted. Users want to avoid
wasting attention on activities lacking any form of benefit.
A primary example is unsolicited communication, e. g., spam
[73, 63], or spyware [46]. However, similar to the context in
our paper, certain email messages as well as consumer pro-
grams with problematic features (e. g., a tracking software
for children utilized by parents) cannot be easily filtered by
an automated agent without user involvement.

More technically oriented researchers have developed a
proposal to appropriately manage personal communication
availability in a network of human agents [91]. Their goal is
to protect privacy and to prevent unwanted interruptions for
individuals themselves and their communication partners.

4.2 Rational Inattention
In general, inattention can be rational if the cost of acquir-

ing and processing information exceeds its expected utility,
e. g., as extracted from better-informed decisions. Ratio-
nal inattention has become a label for a stream of research
in finance and monetary economics which has brought in
Shannon’s information theory and assigns costs to the infor-
mation processing of market participants, including organi-
zations (bearing so-called wiring costs) and human decision
makers (facing cognitive bounds) [102]. Researchers in this
tradition derive abstract stochastic models to explain devi-
ations of observable market prices from the predicted equi-
libria under perfect information. We understand that this
research is mainly descriptive and independent of a specific
cognitive model of human behavior. So far, the models are
interpreted to guide central bank communication, suggest-
ing that a heavily filtered view of its own assessment avoids
overburdening the market participant’s information process-
ing capabilities and reduces the risk of overreaction. This
line of work is less concerned about finding the socially op-
timal allocation of information processing capability on the
available information between individuals.

4.3 Dual-Path Models in Survey Research
Dual-path models have a long tradition in social psy-

chology. Their main application is the domain of persua-
sion research, where the models help to explain attitude
change [25]. The processes involved in answering (closed-
form) questions have been studied intensively in the 1980s.
While some—notably untested—theories of rational choice
have been proposed [39], the dominant direction of the field
was behavioral [109]. Dual-path models include Krosnick
and Alwin’s (see above, [65]), and further models specif-
ically designed for attitude questions, which are therefore
less adaptable to our research question [21, 106, 96].

4.4 Paradox of Choice
Perfectly rational economic actors will always benefit from

additional options. However, in practice, humans suffer from
the availability of two many choices because of additional
cognitive requirements and imperfect trade-off calculations
(e. g., concerning opportunity costs) [57, 98]. Similarly, it
is likely incorrect to claim that more information is always
better. Instead, it merely allows for more efficient decision-
making [112]. Further, in the long run, an abundance of
related options and too much information may negatively
impact individuals’ psychological well-being [98]. In a recent
study, it was shown that this paradox of choice is directly ap-
plicable to the Internet search context. Presented with fewer
search results (i. e., a lower visualized recall), individuals re-
ported a higher subjective satisfaction with their eventual
choice and greater confidence in its correctness compared to
an alternative scenario with a more customary number of
search results [85].

While clearly related, the paradox of choice is distinct
from our primary research question because it focuses on an
excessive number of alternatives (beyond a handful) rather
than on the number of occasions to choose (between few
options). Moreover, regret and anticipated regret have been
identified as important factors behind this paradox. Both
are likely weaker in our scenario, where consequences are
not directly observable or comparable. Lastly, the negative
impact on individuals psychological well-being is stronger
for individuals who try to optimize, whereas the context of
our work is defined by the transition from optimizing to
satisficing. Merging research on this paradox with security
warnings nevertheless appears to be an interesting direction
for more theoretically-founded empirical work.

4.5 Illusion of Control
Unrealistic perceived control over a situation has been

demonstrated in countless laboratory and field studies start-
ing with the work by Langer [68]. In the security context,
individuals might consider the lack of adverse outcomes in
essentially undecidable choice situations to be a function of
their personal skill and knowledge. This effect is further am-
plified due to the typically delayed consequences of privacy
intrusions and security breaches [2].

In the privacy context, researchers report that users con-
fuse control over publication of private information (e. g.,
on a social networking site) with control over accessibility
and use of that information by unrelated third parties. For
example, the independent posting by another person of pre-
viously revealed information in a different context will be
considered as unwanted intrusion and loss of control [14].

4.6 Security Paradigms
Several papers in earlier editions of the New Security Para-

digms Workshop have theorized on the right amount of user
involvement in security decisions. Here we point to two rel-
evant approaches and highlight differences to our approach.

4.6.1 The Compliance Budget
Beautement, Sasse and Wonham [8] interview employees

about their compliance with their organizations’ security
policy and find that the willingness to comply is not unlim-
ited. The authors coin the notion of a “compliance budget”
and suggest that it should be managed like any other bud-
get, gently reminding decision makers that too many rules
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can be counter-productive. Their and our work share the
idea of a limited human ability to contribute to security,
yet many differences prevail. Our approach seeks to quan-
tify and formalize analytically, whereas theirs is qualitative
and empirical. We focus on the discrepancy of transaction
costs specifically in human–computer interactions, whereas
they take a more general perspective including all kinds of
compliance with policies in an organizational context. Con-
sequently, our work targets software developers, theirs man-
agers. Most importantly, the compliance budget accounts
for the cost of taking a more cumbersome of multiple op-
tions for the sake of security (i. e., the result of a decision),
whereas our attention budget accounts for the cost of mak-
ing a security decision in the first place. Our model does
not presume that acting securely has a higher total cost (no
matter if in the organization’s or one’s own interest), but it
accounts for the cost of making wrong security decisions.

4.6.2 Rethinking User Advice
Herley [51] uses an interdisciplinary approach similar to

ours to tackle a related question: users’ reactions to ex-
ternalities generated as a consequence of their security deci-
sions. The differences between his work and ours are that he
focuses on user advice, typically given in awareness trainings
independently of a specific situation. By contrast, we study
user interactions with interception dialogs in concrete and
specific situations. Another difference is in the perspective
on the roots of decision-making. Herley’s work emphasizes
the rational user who often ignores current advice due to
cost–benefit calculations. Our approach stresses the partly
irrational aspects of decision-making against the backdrop
of behavioral research. Both his and our work concur in
the recommendation to economize the use of users time, re-
spectively attention; both seems less abundant than often
believed by developers. The attempt to reason about ways
of internalizing the externalities of attention consumption is
unique to our work.

5. IMPLICATIONS
Our new security paradigm merges attention economics

with usable security. In an increasingly automated world,
human attention has become the scarce resource tapped by
many competing players, thereby creating a new tragedy of
the commons. In human–computer interactions, automa-
tion allows the developer of the computer interface to re-
alize economies of scale for transaction costs, whereas the
side represented by a human being cannot realize equal sav-
ings. This stimulates over-consumption of human attention,
because the developer who decides if a (security) question
shall be asked does not pay the full cost of finding a response.
Specifically in the domain of security, this over-consumption
may exhaust the users’ attention budget quicker than neces-
sary and hence deprive users of the ability to defend against
significant risks, thereby imposing considerable social cost.

We have argued that optimizing user interface design is
not an adequate solution to this problem, as witnessed by
empirical studies which account for habituation effects. In-
stead, user interactions should be rationed in order to save
the scarce resource of attention for the most important de-
cisions. Our stylized analytical model shows, in principle,
how this can be implemented and how developers might re-
act. One idea is a Pigovian tax on attention consumption.

The paradigm of rationing user interaction is incompati-

ble with policy initiatives calling for more user involvement,
for instance in terms of mandatory notice and consent. The
Gramm–Leach–Bliley Act, the Health Insurance Portability
and Accountability Act, or the Restore Online Shoppers’
Confidence Act are current examples for policy containing
such provisions. Mandatory warnings and notices are detri-
mental to our medium-term vision of finding and establish-
ing viable mechanisms to fix the misallocation of user at-
tention in security decisions along the lines sketched in this
paper.
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“wahren Wertes” im Rahmen der
handlungstheoretischen Erklärung von
Situationseinflüssen bei der Befragung. Kölner
Zeitschrift für Soziologie und Sozialpsychologie,
38:314–336, 1986.

[40] J. Falkinger. Attention economies. Journal of
Economic Theory, 133(1):266–294, Mar. 2007.

[41] Federal Trade Commission. Fair information practice
principles. http:
//www.ftc.gov/reports/privacy3/fairinfo.shtm.

[42] I. Fried. Criticism mounting over Windows 7 security,

78



February 2009. http:
//news.cnet.com/8301-13860_3-10156617-56.html.

[43] B. Friedman, D. Howe, and E. Felten. Informed
consent in the Mozilla browser: Implementing value
sensitive design. In Proceedings of the 35th Hawaii
International Conference on System Sciences
(HICSS), Big Island, HI, Jan. 2002.

[44] N. Fultz and J. Grossklags. Blue versus red: Towards
a model of distributed security attacks. In
R. Dingledine and P. Golle, editors, Financial
Cryptography, volume 5628 of Lecture Notes in
Computer Science, pages 167–183, Berlin Heidelberg,
2009. Springer.

[45] S. Furnell, P. Bryant, and A. Phippen. Assessing the
security perceptions of personal Internet users.
Computers & Security, 26(5):410–417, Aug. 2007.

[46] N. Good, R. Dhamija, J. Grossklags, S. Aronovitz,
D. Thaw, D. Mulligan, and J. Konstan. Stopping
spyware at the gate: A user study of privacy, notice
and spyware. In Proceedings of the Symposium On
Usable Privacy and Security (SOUPS), pages 43–52,
Pittsburgh, PA, July 2005.

[47] N. Good, J. Grossklags, D. Mulligan, and
J. Konstan. Noticing notice: A largescale experiment
on the timing of software license agreements. In
Proceedings of the ACM Conference on Human
Factors in Computing Systems (CHI 2007), pages
607–616, San Jose, CA, Apr.–May 2007.

[48] J. Grossklags and N. Good. Empirical studies on
software notices to inform policy makers and
usability designers. In Proceedings of the
International Workshop on Usable Security
(USEC’07), pages 341–355, Scarborough, Trinidad
and Tobago, Feb. 2007.

[49] G. Hardin. The tragedy of the commons. Science,
162(3859):1243–1248, Dec. 1968.

[50] R. Haveman. Common property, congestion, and
environmental pollution. Quarterly Journal of
Economics, 87(2):278–287, May 1973.

[51] C. Herley. So long, and no thanks for the
externalities: The rational rejection of security advice
by users. In Proceedings of the New Security
Paradigms Workshop (NSPW), Oxford, UK, Sept.
2009.

[52] M. Hochhauser. Lost in the fine print: Readability of
financial privacy notices, July 2001. http:
//www.privacyrights.org/ar/GLB-Reading.htm.

[53] M. Hochhauser. Compliance v communication.
Clarity: Journal of the International Movement to
simplify legal language, 50:11–19, Nov. 2003.

[54] M. Hochhauser. Readability of HIPAA privacy
notices, March 2008. http://benefitslink.com/
articles/hipaareadability.pdf.
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APPENDIX
A. DERIVATIONS

Probability of Occurrence.
Assume pG is drawn uniformly and independently from [0, 1]
in each round.

Then we have the probabilities of system reactions as a
function of the thresholds,

P (H) = τB , (1)

P (A) = τG − τB , (2)

P (C) = 1− τG, (3)

and the probability of the good state conditional to the sys-
tem reaction,

P (G | H) =
1

2
τB , (4)

P (G | A) =
τG + τB

2
, (5)

P (G | C) =
1 + τG

2
. (6)

Let k = {1, 2, . . . } be the round number. The the proba-
bility of optimizing and satisficing conditional to A and the
round number k are given by:

P (a > 0 | A, k) = (1− P (A))(k−1)

= (1− τG + τB)(k−1) (7)

P (a = 0 | A, k) = 1− P (a > 0 | A, k)

= 1− (1− τG + τB)(k−1) (8)

Defender’s Utility.
Defender’s utility can be calculated by inserting the valued
from the payoff matrix.

D(H) = 0 (9)

D(A) = (1− τG + τB)(k−1) · τG + τB
2

· γu (10)

+
(

1− (1− τG + τB)(k−1)
)
·
(τG + τB

2

)2
· γu
(11)

D(C) =
1 + τG

2
· γu− 1− τG

2
· s (12)

D(k; τB , τG) = P (A)D(A) + P (C)D(C) (13)

We discount future payoffs with factor r ∈ (0, 1).

D(τB , τG) =

∞∑
k=1

D(k; τB , τG)(1− r)(k−1) (14)

This is the final expression used in the analysis and as ob-
jective function of the defender’s optimization problem.

User’s Utility.
User’s utility can be calculated by inserting the valued from
the payoff matrix.

U(H) = 0 (15)

U(A) = (1− τG + τB)(k−1) · τG + τB
2

· u (16)

+
(

1− (1− τG + τB)(k−1)
)

(17)

·
[(τG + τB

2

)2
· u− 2s

(τG + τB
2

)(
1− τG + τB

2

)]
(18)

U(C) =
1 + τG

2
· u− 1− τG

2
· s (19)

U(k; τB , τG) = P (A)U(A) + P (C)U(C) (20)

U(τB , τG) =

∞∑
k=1

U(k; τB , τG)(1− r)(k−1) (21)

This is the final expression used in the analysis.

Attention Tax.
The above analysis can be repeated with the updated payoff
matrix and then solving for t such that

P (A) [D(A)− t] + P (C)D(C)

P (A)U(A) + P (C)U(C)
= const. (22)
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