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Abstract 

This paper describes shortcomings in the current 
paradigm for multilevel secure (MLS) syst,ems, sum- 
marizes requirements for a.11 a.lt,ernat,e pamdigm, and 
describes the Multipolicy Pa.radigm. The Multipol- 
icy Paradigm is useful wheuever t.liere a.re multiple 

security goals such as confident.ialit~y, privacy, a.vail- 
ability, integrity, or wea.pons release control; when- 
ever users with different va.lues a.nd tradit.ions must. 
share a common system; whenever a. system is com- 
posed of separately- eva.luated pieces, a.nd whenever 
policies must adapt to changing circumst~a.nces. The 
paper suggests shifts in thinking about. multilevel se- 
cure (MLS) systems, and raises important multipol- 
icy issues: policy flexibility, policy conflict resolution, 
adding user securit$y policies t,o commercial off-t,he- 
shelf (COTS) products, eva,luat,ing a.nd certifying mul- 
tiple policy systems, and passing sensit.ive dat.a across 
policy bounda.ries. 

1 Introduction 

In this paper we consolida.te a,nd extend the result,s 
of our research into multipolicy syst,ems [1,2,3,4,5] 
sponsored by the Air Force Elect,ronic Systems Cen- 
ter. An example is presented illustrat.ing (1) the inter- 
action of metapolicies with security domains a.nd (2) 
flexible security policies using user policy tanking. 

1.1 Overview 

The Multipolicy Pa.ra.digm pern1it.s a. mult,ilevel se- 
cure (MLS) system to enforce multiple, sometimes 
contradictory, security policies. Meta.policies, poli- 
cies about policies, coordinate the enforcement of t,he 
multiple security policies. Policy doma.in codes on 
data indicate which securit.y policies to enforce on 
the data, and multiple label segment,s supply the a.t.- 
tributes needed for ea.ch policy. 
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The Multipolicy Paradigm permits natural mod- 
elling of the mult.ipolicy real world. It. permik possi- 
bly inconsistent security policies, such as confident,ia.l- 
it,y and integrit.y. to opera.te togeUler. It may provide 
a. vehicle for users to add t.heir own secr1rit.y policies 
t,o a. syst.em wit.hout. disrupt iirg or iuvalitlat iitg esist- 
ing evaluat.ed policies. It, ii1a.y ease policy iiitegral.ion 
problems by preserving t.he origiiial classification of 
data when dat,a. is passed across policy boriutlaries. Fi- 
nally, if implement~ecl in high-speed parallel processing 
architect.ure, it. may improve t.rustetl sysl.ein perfor- 
m an ce . 

Commercial applica.tions include medical. financial, 
reservation, library, invest.iga.tive and ot,her syskms 
tha.t cross policy doma.ins. RIilit,ary applicat.ions iii- 
elude mult.iservice logistics, t.he multkrvice Strat,egic 
Defense Initiat.ive and Command. Cant rol. and C’om- 
municat~ion (C3) syst.ems in inult~iuiit ioual bat l.lc t IIt,- 
a.ters, like t.he Persian Gulf V\:ar. 

1.2 Rationale 

Integra,ting securit,y policies on today’s niult~ilevel 
secure (MLS) comput,er syst,ems is a difficult., some- 
times impossible problem. \Vhen t,hc securit.y policies 
themselves cannot. be integmted. t.lte systems built, t,o 
implement, t,hese policies cannot, be iiit.rgrn.t.etl eit.lier. 
Sometimes the only way t.0 solve iiiipossible problems 
is to transcend them. For esa.mple. ~IICII Coperui- 
cu.5 developed a new model of the planetary syslcltl 
with t.he sun at. t.he cent.er. his paradigm siiiiplifkd 

pla.netary a.stronomy a.iid init,iat.etl wa.ves of tliscov- 
ery by ot.hers. Thomas I\uhu docun1ent.s a. number 
of these ground-brea.kiiig para.digm shifts in his book, 
The Structure of Scient,ific R.evolut.ions. Roping for 
simi1a.r breakthroughs, comput,er securit.y founder Dr. 
VVillis Wa.re 1ra.s ca,lletl for a. new RILS paradigm which 
will ma.ke networking a.nd integrat,ion of XILS syst.crns 
easier. 

Alt.horigh t,he IrS,I standards for trusted syslems 
call for a unified syskin securit.y policy. Dali1 Sccli- 
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rity Inc. has proposed a new security paradigm based 
upon multiple, perhaps contra.dictory, securit,y poli- 
cies. Multiple security policies may be necessary if: 

1. 

2. 

3. 

4. 

2 

There is more than one securit.y goa.1, such as pri- 
vacy, confidentiality and integrity; 

The system serves diverse constituents with indi- 
vidual goals and plans, such as the United Na- 
tions (U.N.), European Community (EC), and 
other federations; 

The system is composed of separately evaluated 
pieces, such as an MLS Database Management 
System (Trusted DBMS) a.nd MLS Operating 
Systems (Trusted OS). 

Policies must a.dapt, t,o changing circumst,ances, 
like moving from peace t,o wa.r. 

The Current Paradigm 

The current US paradigm is based upon three stan- 
dards documents described below: t.he TCSEC, the 
TNI, and the TDI. The current pa.radigm ma.y evolve 
significantly beca,use of bhe ITSEC, t.he ‘ha.rmonized’ 
Eur0pea.n criteria, and t.he Federa. Crit.eria., a. st,an- 
dards document focused on commercia.1 syst.em secu- 
rity, now under development at. NIST wit.11 NCSC sup- 
port. 

The TCSEC. The Depart.ment of Defense Trusted 
Computer System Evaluation Crit,eria (TCSEC). em- 
bodies the United States’ security pa.ra.digm. The 
TCSEC prescribes a unified “system securit,y policy” 
made up of subpolicies such as n4anclatory Access Con- 
trol (MAC) and Discretionary Access Cont.rol (DAC) 
which all cohere together t.0 form a. single system se- 
curity policy. The unified policy drives the choice of 
security mechanisms and is t,he founda.tion of most. as- 
surance efforts. 

The single-policy paradigm works well with stand- 
alone systems but causes problems when syst,ems must 
be networked or combined and securit,y policy inte- 
gration is required. For example, when MLS prod- 
ucts with slight variations in policies (such as Op- 
erating System (OS), Data.base Mana.gement System 
(DBMS), and user applica.tions) must work t,ogether, 
there are usua.lly policy int,egrat.ion difficulties a.s well 
as other interoperability issues [3]. The policy integra- 
tion problems are even more evident when syst.ems en- 
forcing different policies, such as U.S.A. Department. 
of Defense (DOD), North At.lant,ic Trea.ty Organiza.- 
tion (NATO), and France, must. int,eract, and share 
classified data. 

The TNl[. The Trust,ed Network Int,erpret.at.ion 
(TNI) of l.he TCSEC enla.rges the single-policy 
paradigm so that multiple policies may coexist. on 
computer net,works. It permit,s each node on a. net.- 
work to have its own noda.l security policy, but st.ipu- 
lates that the network as a. whole must, ha,ve an overall 
global network security policy which is t,he basis for 
evaluating the security of the network. 

The TDI. The Trust,ed Da,taba.se Interpreta.tion 
(TDI) a.ddresses the problem of composing systems 
out of separately developed a.nd evaluat,ed t,rust.ed soft.- 
ware product,s. The trust,etl computing base (TCB) 
of each separate component, is called a. TCB subset.. 
Each TCB subset. can enforce a. different, securit,y pol- 
icy, such as MAC or DAC. The TDJ assumes. however. 
t,ha.t t,liese subpolicies cohere into a single consist.ent. 
overall secu rit.y policy, 

The ITSEC. The draft, Int,ernational Technology Se- 
curity Evaluation Crit,eria (ITSEC) permit,s a user t,o 
specify a. security policy, select a system meeting site 
needs, then request a cert.ified eva.luat,ion ccllt.t,r to do 
an evaluation to provide t.he necessary assurance, c.1la.t 
t,lie select.ed system is able. in fact. bo carry out. (.he 
user’s securit.y policy. There is no rest rict.ion on wllat. 
functionality could be in t,he user’s policy. The: policy 
coulcl include int,egrit,y, ava.ilability. non-reputliat.ioii, 
and confident,ialit.y, for example. TIw ITSEC follows 
the TCSEC 1ea.d in requiring users to intcgrat,e mul- 
tiple separate policies into a single coherent, syst.em 
security policy. 

2.1 Pro’blems with the Current Paradigm 

The pa,radigm of a unified security policy has some 
major shortcomings which are becoming ;tpparfWl ils 
niult~ilevel secure sysl.enis arc; fielded. 

1. It’s inflexible. If a user waiit,s t.0 modify built.-in 
a.spects of the system securit,? policy. t.lie whole 
system must, be reevaluat.ecl. 

2. Exchanging sensit.ive cla.ta wit 1~ syst.ems \vit,h 
other security policies is difficult. or impossible in 
real-time. Gua.rcls a.re iiecxletl at. all inl,erfaces. 
and mapping rarely can t.ransla(c> security levels 
from one policy t.0 the 0th~ wil I~ollt. upgra(liug. 

3. It,‘s unrealist,ic. The real world has mul(.iplc toes- 
istent, securit.y policies. A compritc~r securit,v of- 

ficer creat.iiig a.11 aut~omat~etl secllrity policy must. 
oft,en integrate diverse and cont,ratlictory securit,y 
policies together iiit,o a. single coherent. policy t,0 
meet, TCSEC crit,eria.. Canada’s experience t.ry- 
ing t.0 integmte the national privacy policy wit.h 
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the national disclosure policy into a single policy 
lattice illustrates the real difficulties users face. 

4. Performance is poor. Adding security to existing 
systems seriously slows down throughput~. 

The current paradigm must be enlarged or shifted 
to meet the needs of a more int.errelat,ed and inte- 
grated world. With a few significant, enha.ncements, 
the single-policy paradigm ca.n be extended into a 
more flexible, more interoperative, better-performing 
multipolicy paradigm. 

3 Requirements for a New Paradigm 

What must a la.rger and more inclusive pa.ra.digm 
do? 

. 

l 

It should: 

Handle COTS system construction. Fa.cilit.ate t.he 
integra,tion and t,a.iloring of c0mmercia.l ofT- the- 
shelf products to meet t,he end-user’s syst.em se- 
curity policies. 

Separate the policy from t,he enforcement. mech- 
anism. The system security policy should not be 
such an integral part of the system tha.t it is im- 
possible to change policies without reeva.lua.tion. 

Ease sharing data, wit,h ot.her policy syst.ems. In 
multinationa.1 conflicts like the Persian Gulf, US 
DOD users need to share cla.ssified c1at.a. wit.11 al- 
lied computers tl1a.t implemeut different, service, 
national or international securit,y policies. 

Enforce the origina.tor’s securit,y policy. Current. 
strategies for sharing da.ta a.cross security policy 
boundaries (Guards, Man-in-the-loop) frequently 
must upgrade or downgrade da.ta, thus losing the 
original classification. Even if t,he multina.tiona.1 
situation is one of cooperation rather than con- 
flict (for example, divisions of a. mu1t.ina.tiona.l cor- 
poration, or interna.ti0iia.l elect,ronic funds t.rans- 
fer), it is desirable t,o gua.ra.nt.ee enforcement, of 
the origina.tor’s security policy while sharing dat.a. 
a.cross comput.er systems. 

Permit corkadictory policies t.o operate in pa.r- 
allel. For example, different st,a.tes ha.ve pa.ssed 
different laws about relea.sing AIDS data. If an 
AIDS patient from Connecticut is in a. New York 
hospital, which sta.te’s disclosure la.ws should a.p- 
ply to the release of dak? In the European Com- 
munity health syst.em, t,he va.rying disclosure laws 
of 12 differeut countries must, be implemented and 
maintained. 

l 

l 

4 

Improve the performance of t.rusted syst,ems. 
Adding security to a. system usually degrades its 
performance significantly, largely because of a.u- 
diting and a.ccess cont,rol checks. 

Other. The list above is not, eshaust.ive. As more 
multilevel systems are impleinent.cd 1 we will be- 
come awa.re of more difficulties and rquiremeut~s. 
Solving these problems is essent,ial t.o widespread 
user acceptance of MLS systems. 

Related Work 

Many researc.hers have a.ddressetl aspcct.s of t.hese 
problems. To give just, a few examples. Riba. a.nd Clark 
a.nd Wilson est,ablished t,lie importance of in(.egrib\ 
policies. DEC built a mult.ipolic~ operating syst,rm 
SEMIS that. enforces bot.1~ confident ialit\. antI (niba) 
iut,egrit,y, showing the commercial frasibilit.\- of mul- 
t,iple policy syst.ems. The European Compukr Man- 
ufacturers Association (ECrRIA) devc>lopetl a. concep- 
t,ual framework for securit,y across nillIt iple domaiiis 
wit.11 multiple a.uthorit,ies, raising hopes for int.erna- 
t,ional st,andards. 

Multiple policies frequently conflict.. Dobson and 
kIcDermid discovered t,lrat. Int.egratetl Progra.mming 
Environments (CASE tools) rquirc‘ three dis(.inct. se- 
cririt,y policies , and *‘it. is critical to art.iculate and 
resolve the policy conflicts.” Dobson has b~~cii st,utly- 

ing t.he source of many conflicts by tlocumcznt.ing orga- 
nizatioual securit,y policies antI motlelling eiikrprises. 
Trust.ed Informa.tion Syst.ems (TIS) document,ed that, 
the Aegis Con1ba.t System requires three somet,imes 
conflict,ing policies (informat.ion disclosure, iiiforma- 
t,ion modification, weapon release), while the Nuc1ea.r 
Command, Cont,rol, and Communicat,ions syst,em re- 
quires four policies (weapon release. denia.1 of service, 
informa.tion disclosure. and iiiforiiiat~ion modification). 
Secure Comput.ing Technology C:orp. (SCTC’) and 

Georgia Tech Research C’orporat.iou (GTRC) in t.llc:il 
Assured Service policy work ident.iktl ways t.hat var- 
ious a.vaila.bilit,y mecha.nisms b0t.h coinpl~~iii~~nt~ and 
conflict with secrecy policks. Ra.e Rums raised t.he 
inherent secrecy/int,egrit,y conflict,, and Oracle Corp. 
a.ddressed met.hods for resolving it.. Tra.deoffs bet.ween 
competing policies a.re oft,en required, and oft.en only 
t.he ult,ima.te users can det.ermine which policy t,o em- 
phasize. From all t.his work. it. is clear t.hat in a. mul- 
t.ipolicy a.ut.omat.ed informat ion syskm t~iiviroiimc-‘nt,. 
it. is crilica.l to specify how policy c0nflict.s slioultl be 
resolved. 
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Multiple policies may be more complex t,han single 
policies. Some researchers a.re studying the fundamen- 
tal properties of policies, which may help t.o reduce 
this complexity. Feiler and Dowson explored the rela- 
tionships between policies sod processes, discovering 
that policies may conflict and that policies about poli- 
cies may be necessary. Moffet and Sloman explored 
management policies and the need for explicit con- 
trol authority in the commercial arena. They also ex- 
plored how to represent and manipulate policies and 
came to view policies as objects which can be cre- 
ated, destroyed, queried; and which can interact with 
each other. The Policy Workbench project at George 
Mason University(GMU) studied intentions implicit in 
policies, incompleteness in a.ssumpt.ions underlying se- 
curity policy models, and ways to represent, securit,y 
policies, including activit,y role cha.rt,s, Pet.ri net.s, data 
flow diagrams, and struct,ura.l diagra.ms. 

Several researchers aim for policy flexibilit,y. Gre- 
nier, Hunk, and Funkenha.user differentia.ted policies 
from mechanisms. The Planning Resea.rch Corpora- 
tion (PRC) proposed rule-based policies as a way to 
escape the inflexibility of built-in policies and clemon- 
stra.ted that assorted rule-bases ca.n be plugged int,o 
the same system. MITRE’s General Framework for 
Access Control (GFAC) group asserted tl1a.t a.11 poli- 
cies can be expressed a.s rules specified in terms of 
attributes and other informa.tion cont.rolled by aut,hor- 
ities. 

Our earlier work introduced several c0ncept.s which 
are incorporated into this paper. [l] proposed a. Multi- 
policy Machine which enforces multiple, possibly con- 
tradictory security policies using Met,a.policies, a. term 
introduced in [3] and expanded in [2]. [4] proposed 
shared la.bels to save space, and pa.rallel processing of 
policies and policies on ROM chips t,o improve perfor- 
mance aad standa.rdiza.tion. 

5 The Multipolicy Paradigm 

5.1 Components 

Most security models built aft.er Bell and La- 
Padula’s classic model include: 

1. Subjects 

2. Objects 

3. Security Policy 

5. Policy Enforcer t,o mediat,e subje&’ operat.ions 
on objects in accordance with t.hc policy. 

Several a.dditional component,s are required t,o hat]- 
dle mult,iple policies: 

1. Multiple security policies; 

2. Multiple security policy enforcers; 

3. Multiple policy coordina.tors (met.apolicies); 

4. Assignments to specify which policies apply t.o 
which subjects and objects. 

Two optiona. components are needed to provide 
flexibility and performance: 

1. A mea.ns t.o tout rol policy changes and tlpdat,es; 

2. A design t.o avoid policy-enforcement processing 
bot,tlenecks. 

Ea.ch component, is describc>tl below. \\:r describe 
a.bstra.ct concept,s, t.hen suggest. concrete ways to im- 
plement. t.hose c0ncept.s. 

A policy is a set, of c0nst.raint.s c~stal~lished 1,). au ac- 
cept,ecl aut,hority t,o facilit.a.te group activity. i\ polic\ 
may be explicit, or implicit., broad or narrow ii1 scope* 
manda.t.ed or opt,ional. 

Securit.y policies a.re those policies whose goals a.re 
protecting the confident,ialit,y. int.egrit.y, and/or ava.il- 
ability of people, resources, and informat.ion. 

Automa.ted securit.y policies [ 1 l] prot,ect. informa- 
t,ion wit.hin computer syst.ems, and require securit,y 
policies that a.re much man exl)licit. and formally 

specifiable t,han policies int.entlcYl for people. AUt,O- 

ma.ted securit,y policies t.ypically illclutle: a) tlefiuit ions 
of subjecls and ol>ject.s; b) drfinit~iotls of allo~~nblr op- 
era.tions; c) policy rules, and tl) data. for ilnplelnellt- 

iilg the policy, such as a la.t.t.icr for ordering sensit.ivitv 
levels, int.egrity levels. compart.ment,s. et.c. Automa.ted 
securit,y policies must, be ta.mperproof and are. by def- 
init,ion, pa.rt of t,he trusted comp~it~ing base. 

In t.he RIult,ipolicy Para.digm. a comput.er system 
ca.n enforce more t,haii one policy. The R~Iult~ipolicy 
Pa.ra.digm permit,s mult,iph~: 

1. Types of securit,y policies (Eg. in(cJgrit,>.. 5lAC’. 
DAC, Chinese \\‘a11 ); 

2. Va.riat,ions of securit.y policit~s (Kg. iti1.egril.y I)v 
Biba and by Clark- \Vilson): 

3. Combina.tions of policies (Eg. hierarchical. inde- 

4. Sensitivity attributes for subjects and objects pendent, coordinat,ed); 
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4. 

5. 

Sources of policy (Eg. user, administra.tor, gov- 
ernment, standards body); 

Means of changing policies (Eg. locally, remotely, 
at sysgen) . 

Unlike the current TCSEC paradigm, the Multipol- 
icy Paradigm does not require tl1a.t a unified system 
policy be developed, or even t,ha,t the policies be con- 
sistent. Canada, for example, can implement separate 
privacy and confidentiality policies on one system[l3], 
and the EC may keep severad separate hea.lth and fi- 
nancial information privacy policies. 

Policies in current systems are usually implemented 
as instructions in code using user-supplied data from 
tables for access control, wit.11 inst,ructions in the ker- 
nel TCB for system security policies and instructions 
in applications progra.ms for user policies. In the Mul- 
tipolicy Paradigm, complex cla.ta. structures will be 
needed to implement each policy and it,s a.ssocia.ted 
metapolicies. This implement,a.tioll method can pro- 
vide both flexibilit,y and assurance. 

5.2 Multiple Enforcers 

Security Policy Enforcers Sccurit.y policy enforcers 
implement the rules of a policy on t,he subjects and 
objects within the policy cloma.in. Ea.& enforcer is 
trusted to protect and enforce the policies in its do- 
main correctly and must be tamperproof. Enforcers 
may be implemented in several wa,ys. However, it is 
critical that the policy NOT be built, int,o the enforcer, 
as it now is in most reference monit.or implement,a- 
tions. One enforcer may enforce multiple independenb 
policies, or multiple policy enforcers may enforce iiiul- 
tiple different policies, or multiple versions of the same 
policy, or multiple subsets of t,he same policy. 

Metapolicies Meta.policies a.re policies about, poli- 
cies. They provide a framework for clarifying poli- 
cies, explicitly stating the assumptions a.bout poli- 
cies and the organization’s cont.rol process for policies. 
They also coordinate the intera.ction between poli- 
cies, explicitly specifying order, priorit,y, and conflict- 
resolution strategies. Metapolicies clarify underlying 
policy a.ssumptions a.nd rela.tionships, facilit at,e ex- 
pression of the va.riet,y, richness, and iiiult.ip1icit.y of 
security policies, a.nd permit t,he cont,rolled int.erac- 
tion of policies a.nd subpolicies, making complex pol- 
icy systems possible [2]. Met~apolicies specify who can 
set policy, who can change policy, a.nd the procedures 
for changing policies. They a.lso include rules a.bout, 
developing, verifying, and prot,ecting securit.y policies 
and rules about the interaction of multiple securit.y 

policies, especially where they conflict.. The Multipol- 
icy Paradigm permits mult,iple distinct security policy 
domains, administered by different organizat.ional en- 
tities each wit,11 complete policy a.ut.onomy in it.s do- 
main, to be modeled in a comput,er system. Metapoli- 
ties control the interactions of the mult,iple policies. 

5.3 Multiple Domains 

A policy domain is a logical const,ruct defining t,he 
area of responsihilit,y of a,n a.ut,horit,y. The U.S. federal 
government, for example, t.a.kes responsibilit,y for regu- 
lating interstate commerce (t,he federal doma.in), while 
the states take responsibilit,y for regulating intrasta.te 
commerce (the 50 st.at,e domains). NCSC. OSI, ISO, 
ECMA, DOD, and NATO are a few of t.he well-known 
securit,y domain a.uthorities. 

Ea.ch securit,y doma.in ma.y be aut,onomous, wit 11 its 
own a.uthorit,y. subject,s, object,s, policies, and policy 
enforcement, mechanisms. Ot,liers may be part. of a hi- 
erarchical st,ruct.ure, like Air Force Base (AFB), Air 
Force System Commailtl(AFSC:), Air Force (AF). and 
Dept,. of Dcfense( DOD). In 1lierarchica.l st.rllct.urrs, 
the aut.hority and policies of 1.1~ t,op doma.ins must. 
be incorporat,ed by t.he subordina.tc, domains. lrntlcr 
the unified-policy model, the base, system command, 
AF and DOD policies would be int.egrat.ecl and imple- 
ment.ed a.s a. single aut.omat.ed security policy. tlow- 
ever, under t.he Multipolicy Para.digm, each of t,lie in- 
dividual policies in the hierarchy - t,he DOD policy, 
the AF policy, t,he AFSC policy ant1 t.he AFB policy - 
would be separat.e policies, and a policy domain code 
would be requirecl for ea.&. This gives t.he AFB secu- 
rit,y administ,ral.or the flexibility t,o change local base 
policy whilr leaving national DOD and .+\I: policic,s 
unt~ouched. 

Doma.ins may overlap each other, so t,hat subjects 
or objects may belong t,o more t,liaii one domain and 
fa.11 under more t.han one policy. Pat.ient,s who fa.ll un- 
der the confidentialit,y policies of multiple st.a.tes, and 
military informa.tion which comes under b0t.h na.tional 
and int,erna.tional confident,ialit,y policies. are m(:mbers 
of overlapped clomains. 

Policies in different domains may conflict,. llow- 
ever, there must. be means t.0 resolve l.hc conflicts as 
t.hey occur. For example, if a national ancl ail in- 
t,ernat.iona.l policy are in conflict.. which l.akes prece- 
dence? A lat.er se&on adclresses conflict. resolut.ion 
techniques. Policies wit.hin t.he same clomain must. not 
conflict, because logical inconsist,encies may creat.e ex- 
ploita.ble holes. Resea.rch is needed t.o see if policy 
conflicts are possible between subcloma.ins. 
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6 Multipolicy Problem 

A multicultural scenario is used to illustra.te differ- 
ent policy doma.ins, policies in conflict., and conflict, 
resolution by metapolicies. 

Two passengers aboa.rd ship wish to be mar- 
ried. Should the Capta.in marry them? 

Sally Jones is female, American, single, 
Protestant, 28 years old, and is hea,ding to 
Kuwait to live. Ibrahim Mohammed is male, 
Kuwaiti, married, Muslim, 35 years old, and 
resides in Kuwait. Ibrahim has one wife, al- 
though up to four are allowed under Muslim 
1a.w. 

At sea, under Marit.ime Law, the Ca.ptain 1la.s 
the discretion to do aaything. However, the 
couple does not plan to st,ay a.t sea. forever, 
so the Captain is concerned about, na.tional 
and religious law as well. If he marries the 
couple, will they be able to live in peace once 
they reach land? 

There are three major policy a.reas in this exa.mple: 
Religious traditions, Nationa. laws, and Ma.ritime 1a.w. 
The policy domains are: Muslim religious ma.rria.ge 
policy, Protestant religious ma.rriage policy, American 
law, Kuwaiti law, and high sea.s ma.ritime law. Some 
of the policy- ma.kers were the Prophet Moha.mmed, 
Henry the Eighth, the U.S. Congress, and the King of 
Kuwait. Some of the policy authorities a.re the lea.d- 
ing ayatollahs, the church commit.tees on ma,rria.ge a.nd 
family, and the U.S. Supreme Court. Policy imple- 
mentors include imams, pa.stors, justices of the peace 
and the ship’s Captain. 

Sally comes under three doma.ins: Prot.esta.nt. mar- 
ria.ge policy, American marit,al la.w, a.ncl, beca.use she 
is now aboard ship, high seas ma.ritime 1a.w. Ibrahim 
also comes under three domains, but. t,hey are differ- 
ent domains: Muslim ma.rriage policy, Kuwaiti marit.a.1 
law, and high seas maritime 1a.w. 

To enforce a policy on an object may require know- 
ing some attributes of the object,. For esa.mple, t.o en- 
force the Muslim religious policy on Ibrahim, it must 
be known whether Ibrahim is Muslim, ma.le or fema.le, 
married or single, and if ma.rried, whet,her t,here a.re 
three or fewer spouses. 

Under Kuwaiti law and t.he Muslim religion, a male 
may have as many as four wives, so Ibrahim ca.n marry 
Sally. However, Sa.lly’s religion and American 1a.w per- 
mit only one spouse, so Sally cannot. ma.rry Ibrahim. 
This is a policy conflict, in need of resolut,ion. 

6.1 Resolution by Metapolicies 

Several conflict resolution metapoliries may be in- 
voked t,o settle t.his problem. For example: 

If t#lie couple a.re of t,lie same religion. t,hcn that 
religious policy prevails. 

0 If the couple come from t,lie sa.me country, bhen 
the na.ti0na.l law of that, country preva.ils. 

0 If the couple are going to live in t.he sa.me country, 
then the 1a.w of t.he la.nd where t.hey will reside 
prevails. 

l If nothing else works, t.he ca.pt,a.in may decide. 

The first two met,apolicies dou’t. l~lp. since SalI> 
aud Ibrahim a.re from dilTerent, religions and tliffereut 
countries, but the t.hird resolves t,he issue. Sally and 
Ibrahim bot,h will reside in Kuwait.. so liuwaibi 1a.w 
prevails. 

7 Multipolicy Issues 

7.1 Conflict Resolution 

Strategies for resolving conflict,s I.w~.ww politics in- 
clude: 

Resolve the conflicts ~nnnunlly nnd arrio~~~nfe Ihe inte- 
grated resulfs. This is the stra.tegy t,a.ken by most 
vendors a.nd most. user orga.nizations. The infor- 
mation security officer manually int,egra.tes mult.i- 
ple, possibly cont.radict.ory policies into a. coherent. 
syst.em security policy. This is a difficult, process. 
since ea.41 policy has it,s own sourcf: or owiirr. it.s 
own enforcement. aut.horit.ies, and its own evolu- 
tionary time frame. Developing consensus t,akts a 
long time, especially if policies r64f=ct. tlWpl~ held 
va.lues. 

This would be ana.logous t.o t,ryiug t.o get Chris- 
tians and Muslims t,o a.dopt. the same marit,a.l pol- 
icy. Compromises, such as allowing a man or 
woman to have t.wo spouses. may offend bot,ll 
groups. 

Resolve by do~ninn~ce. If t.he policic,s are hic~rarchi- 
calls structured, t,lien the poliq. liighcr in t.hc hi- 
erarchy predominat.es. If 1116, policic,s arc ranked 
by t,lieir import,ance, t,lie mosl import,ant~ pre- 
dominates. Or. if t,he policies reflect. t.he rank- 
ing of the authorities wllo crratc,tl t.liein, t,llell 
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the policies of the domina,nt authority predomi- 
nate. This strategy is a.ppropriat,e in t.he milit,ary 
and other hierarchica.lly-st,ructured organizations. 
The problem is that t#he resolution may unravel 
as soon as it leaves the hiera.rchy. 

The sea captain’s authority dominates only while 
at sea. The marriage must be blessed by author- 
ities on land as well. 

Translate policies into a common form.. Dr. Bell 
advocates this strat*egy using policy conversion 
logic on a Universal Lattice Machine. He showed 
that multinationalsharing, Clark and Wilson, dy- 
namic separation of duty aad ORCON can all be 
implemented with the Universa.l La.ttice Machine. 
Apparent contra.dictions or dift’erences may disap- 
pea.r when the policy is a common form. 

Run in separate policy domains. John Rushby’s Sep- 
ara.tion Ma.chine, a,s implement~ed by Amdahl’s 
Multiple Domain Fa.cilit,y, allows seven different 
policies on one machine but no coininliiiica.tion 
between domains. Pa,rallel processing of policies 
is possible but resolving conflicts between policies 
must be done outside the Separat.ion hla.chine. 

Use additional enforcement mechnt,isms to imple- 
ment custom user policirs in addition to DAC, 
MAC , etc. Type enforcement like that imple- 
mented in SCTC’s Logical Coprocessor (LOCI\) 
provides considerable user flesibi1it.y. 

Use rule-bused access control. John Pa.ge[27], Ma.r- 
shall Abrams[28], Leonard La.Pa.dula. , a,nd oth- 
ers’ showed how rule bases (rules with one-to-one 
correspondence with the operations of t,he sys- 
tem) handle many kinds of a.ccess cont,rol policies. 
LaPadula proposed a. vot.ing technique t,o resolve 
rule conflicts which we adopt in Figure 2. 

Adjudicafion. In case of conflict,, develop a solut.ion 
which reflects the tradeoffs and weights of the 
users on the system. If there are mult,iple appli- 
cations which weigh things clifferent,ly, a.ccommo- 
date the various weights. The use of meta.policies, 
or ‘policies about policies’, to sort out precedence 
and to identify and resolve policy conflict,s is il- 
lustrated in Figure 2. 

Outside m.ediation. When t,wo securit.y policies con- 
tradict each other, the decision about, what t.o do 
may be best left to a. human who unclerst~ands 
the content and the cont,est 1 as iu downgrade tle- 
cisions. 

A combination of these techniques ca.n be powerful. 
Figure 2 shows t.ha.t the conflict resolut.ion process can 
be simple and elegant, no ma.tter how many different, 
policies are included. If pa.ra.llel processors are used t,o 
implement multiple policies [l], t.he decision-making 
time could be kept, close t,o t,hat. of a single-policy ma- 
chine. 

7.2 Policy Assignments 

Implementation of multiple policies a.nd metapoli- 
ties on information systems requires a. way to tell w1ia.t 
policies should be enforced on wha.t data. Current,ly, 
mandatory access corkol policies (MAC) use sensitiv- 
ity labels t,o describe security at,t.ribut.es. and implicit,ly 
assume t,ha.t t.he MAC policy is t,he one t.o be enforced. 

Dat,a Securit,y proposed in [4] t.o estt~nd (.he stxnsit.iv- 
it,y label t,o accommodate mult.iple policies. The E~lro- 
pea.11 Comput,er hIa.nufact,urers Associa.tiou (ECRI A) 
[17] has proposed securit.y domain codes on security 
labels which indica.te under which label convent.ion 
the la,bel is forma.tted, for esa.mple, t,he Int.ernational 
Standards Orga.niza.tion (ISO). We propose securit,y 
policy doma.in codes as a mechanism t,o indica.te which 
policy doma.ins apply t,o this sul,ject,, object., or policy. 
Whenever policy decisions are made. t.liese policy do- 
main codes would be cht~ckt~tl first. so t,liat 1 he propel 
policy enforcers caii be invoked. Figure 1 illnst.rat.es 
domain codes incorpora.t.t,tl int.0 secl1rit.y labels. 

7.3 Sensitivity Label Formats 

Note t,hat, labels with mul~.iple policy a.ttribut,es and 
mult.iple security domain codes may get. very long. A 
pa.per published last, yea.r, “Shared Sensitivity Labels” 
[4] describes an indirect, addressing technique which 
permits subjects and 0l)ject.s wit,li t.lir same sensil.ivit,y 
levels t.0 share a single version of tilt‘ Iihel. 

7.4 Conflict Resolution Process 

1. The ‘Subject. want.s t,o operak on t.he ‘Object.‘, 
but. the request must, be mediated by t.lie ‘Policy 
Enforcer’. 

2. The Policy Enforcer passes t.he request, to the 
‘Policy Decider’ aloug wit.11 t.he subject and ob- 
ject policy domain codes. The Decider consists 
of mult.iple ‘Policies’ opera.tiug in parallel. one f01 

each policy implemt~lit.t~tl by the sysknl. 

3. Based upon policy don-lain cotIt-s. t.ha recl~~*~t. is 

rouktl t.0 l.lie proper Policy. 
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Single Policy Label Fornmt: 
OBJECT // POLICY DOMAIN CODE / SECURITY ATTRIBUTES / 
Single Policy Exa.mple: 
The string of bits representing patient, Jones’ da.ta. relea.se permissions will be int.erpretrd in a.ccordance wit.11 t.he 
New York privacy policy. 
Patient Record for John Jones // Priva.cy-NY / lOOlOl/ 

Figure 1: Single Policy Domain Code Example 

Multiple Policy Label Format: 
OBJECT// POLICY CODE / ATTRIBUTES / POLICY CODE / ATTRIBUTES / etc 
Multiple Policy Example: 
Patient Smith, who lives in Connecticut, is hospitalized in New York and then sent for consult.ation t,o a. teaching 
hospital in Massachusetts. The privacy policies for all three states apply to him and his hospit,al record has t,hree 
sets of privacy attributes. 
Patient Sam Smith // P riv-MA / 01011 / Priv-CONN / 01010 / Priv-NY / 11010 

Figure 2: RIultiple Policy Domaiu Codes in Trust,ed Labels 

4. Using rules and decision da.ta to eva.lua.te the re- 
quest, each Policy Decision-Maker sends its Pol- 
icy Precedence Ranking a.nd a. Vote (e.g. Yes’. 
‘No’, ‘Don’t Care’, ‘Undecided’ or a. fuzzy logic 
number on a continuum) to t,he h;Iet.apolicy. 

5. The votes of a.11 t,he individual policies (Vot,e 1 
and Vote 2 in this exa.mple) are combined by 
the Meta.policy a.nd weighed a.ccording to its rules 
as well as the precedence ra.nking of each policy 
(Rank 1 and Rank 2 in t,his example). 

G. The resulting ‘Yes’ or ‘No’ vote is sent back to 
the Policy Enforcer which then permits or denies 
the requested opera.tion. 

7.5 Flexible User Security Policies 

One of the frustrations experienced by users is t,heir 
limited abilit,y to modify t,he securit,y policies which 
are built into COTS pr0duct.s. h!Iost. current. syst,ems 
allow changes to the policy da.ta. (eg. the content,s of 
the lattice), but not to the policy rules. The problems 
are: 

1. the rules are built in; 

2. assurance depends upon a st,able policy; 

3. cha.nges may introduce securit,y fla,ws. 

User ranking. A simple scheme is to allow user 
authorities to ra,nk t,he multiple policies in their 
system. The policies do not ha.ve to be changed, 
but user authorities can prioritize policies t.o em- 
phasize those that are most, import.ant, t,o t.heir 

organization’s goals. For example, ava.ilability is 
critical to reserva.tion.9 systems, pa.tient, monit,or- 
ing, Ina,nufa.ct,uring processrs. As severad people 
have noted, t,lie milit,a.ry will usually empha.size 
confidentia1it.y over int.rgrit,y. while commercial 
iiistit,ut.ions like ba.uks. iiialirnuce compa.uies. re- 
t.ailers, a.nd maiirifact,orirs an‘ likely t.0 riiiphasizcr 
int,egrit,y over auyt.hing else. SW Figure ~1. 

Tailoring Colmnercial Off-Tile-Sllelf (COTS) 
systems. Users complain frequent,ly about, how 
difficult it. is to t.ailor any current trusted system 
to their own needs. A vendor designing a. t,rust,ed 
multiple policy syst.em t.ries to meet, the needs of 
the largest ma.rket groups. bllt ca.nnot. ant.icipat,e 
the tota. needs of every eveiit.ual user. For the 
vendor, it. is much easier t.o include many policies 
in t.he system and market, one’ mult.ilevel secure 
product t,o diverse cust.omcr communit.ies \vhich 
prioritize t.he mult.iple policic,s to best ineet. Iheir 
own goa.ls. See Figure 5. 

Adaptive policies. User priorit,ies ma.y suddenly 
change. For exa.mple, when t.he t.hreat, level 
cha,nges, the milit.ary quickly changes security 
policies. Cars a.t a. base must. be pa,rked furt.her 
away from buildings. and data may be classified 
at the next higher level. In many milit.a.ry sys- 
tems, conficlentia.lit,y is t.hc goal during pcacel.ime. 
but a.va.ilabi1it.y is t,lie goal ilS soon as war brf?al;s 
out. 

Current syst,ems do not, handle change well. Built,- 
in policies a.re t,he keyst.one of building and evaluat,ing 
t,oda.y’s syst,em. A change in policy mea.ns rebuilding 
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request 1 1 vote Wn) 

Vote 2: Rank 2 

Vote 1: Rank 1 

Figure 3: Mcltipolicy conflict resolution 

Military System Commercial System 

Policy Rank Poliby Rank 

Confidentiality 80 Confidentiality 25 

Weapon Release 95 Weapon Release 0 

Integrity 30 Integrity a5 

Figure 4: Policy ra.nking in different environment,s 

and reevaluating the trusted system. However, if the 
policies are alrea,dy in the system, it is a. simple mat,ter 
to change the rankings so that, t,here is a switch in 
policy. See Figure G. 

In summary, in a multiple policy syst,em user au- 
thorities will rank policies for severa.l rea.sons. 

1. Ranking policies permits users t.o t,ailor COTS 

1. Doma.in a.dlninist.ra.t,ors a.re responsible for t,he 
policies in their domain. Domain administ,rat,ors 
ca.n “securely downloa.cl new policy modules, send 
new firmwa.re chips for inst,allat,ion by each Sys- 
t,eni Security Omcer (SO). or simply give orders 
t.0 t,he SSOs t,o make changes. hlctapolicies will 
rest,rict. policy cha.nging t,o authorizwl persolinel. 

products to their needs; 

2. Ranking permits trusted system vendors to mar- 
ket the same trusted product to diverse commu- 
nities; 

3. Ranking permits quick switching between policies 
to adapt to cha.nges. 

There are several other ways t,o provide policy fles- 
ibility. For exa,mple: 

2. COTS vendors can offer cust,omers a set. of eva.lu- 
ated policy options, clust,ers of commonly-tlesired 
combinat.ions, to choose from when t.he product 
is ordered. Trust.ed soft.wa.re can be used t,o t,a.ilor 
policies furt,lier. RIodifia.ble aspect.s, such as label 
size, nuniber of conipa.rt.ments. ant1 which policies 
a.re selected for enforcement,. must be carefully 
limited t,o niaint.ain t.he int.egrity of I.llr evaluat,c,d 
syst.eni. 
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System M Policies User 1 Rank User 2 Rank 

Confidentiality 75 25 

Chinese Wall 0 60 

Integrity (Biba) 0 0 

Integrity (Clark and Wilson) 40 70 

Weapon Release 0 0 

Figure 5: Selecting multiple policies by ranking 

Policy Rank Jan 1 Rank Jan 8 Rank Jan 9 

Threat Level1 50 0 0 

Threat Level 2 0 80 0 

Threat Level 3 0 0 90 

Threat Level 4 0 0 0 

Figure G: Swit.ching policies by changing ra.nkings 

3. The vendor could tailor t,he syst.em before ship- 
ping, or the System Security Oficer (SSO) could 
tailor it at system generat,ion. The vendor should 
ship any trusted system with conserva.tive de- 
faults selected to err on the side of ca.ution. 

4. Vendor-provided opt,ions, such a.s a.udit policy op- 
tions and default opt,ions, can be set. by the SSO 
at any time. 

Addiug user policies. Although inconceiva,ble 
with today’s built-in policies, user a.uthorities should 
be able to add or delete policies from their sys- 
tems at any time. Standa.rcliaed policies and la.bels 
may be distributed on ROM firmware [4] or pro- 
tected software modules and would include meta.poli- 
ties which describe the policies and t.heir interrelabion- 
ships. Metapolicies which coordina.te t,he policies must 
be customized to the user’s needs when each policy is 
installed. 

Currently, user policies a.re coded many times int,o 
applications programs. It is desirable for integrit,y and 
control to get the policy out, of the applica.tion a.nd 
into the system where the sa.me policy can be invoked 

by ma.ny programs. Ideally, a System Scxurit,y 0% 
cer (SSO) should be able to ent.er ent,ire user policies 
via trusted software into an isola.ted a.rea. of t,he TCB 
where their interactions wit.11 applica.tions programs 
and other policies a.re ca.refully mediated by t.lrr ap- 
propriate met,apolicies. 

The capa.cit.y to a.bsorb mult~iple user policies (rep- 
resent.ing mult,iple nat,ions, multiple divisions. or sev- 
eral kinds of iiit,egrit,y policies) wit.hout. reevaluat.ing 
t.lie whole syst.em is a.n int.egral part, of t.lre Rlultipol- 
icy Model. However, evolut.ion of policies raises t.he 
issues of reeva.luat.ion and recrrt.ifica.t.ion. 

7.6 Evaluation and Certification Issues 

How does one evaluat,e and certify a syst.em wit,11 
multiple flexible policies? If policies change. whet.her 
at sysgen or on-the-fly. when must. t.he syst.em he 
reevaluat,ed or recert.ifietl? There arta many quest~ions 
and problems. 

Today, evaluat,ors det,ermine whet.ller or not, a sys- 
tem correct,ly implement,s a policy wit.11 what. degree of 
assurance. The Mult,ipolicy Paradigm requires a shift. 

28 



in thinking so that evaluators determine that the sys- 
tem has mechanisms which will correctly implement, 
whatever policy it is given. The evaluat.ors will exam- 
ine the mechanisms for interpreting and enforcing a. 
variety of policies rather than just one. 

Evaluators camlot determine in advance that every 
possible policy which might come along will work cor- 
rectly in the system. Certifiers will study the installa- 
tion of specific policies on a specific system. Certifiers 
will also check the metapolicies which are set by the 
user, such as those that prioritize policies in conflict, 
Certifiers will need to check t,he int,eraction of multi- 
ple security policies and to ha.ndle t,he problem of too 
many possible combinations to test them all. 

If evaluators eva,lua.te syst.ems separa.tely from po- 
lices, who eva.lua.tes the policies? Since t.liere a.re likely 
to be so ma.ny different policies, commercial evalua- 
tion centers, like the ones doing eva.lua.tions in Europe, 
would be appropriate for policy eva.lua.tion. If policies 
have been developed in different. places by different, 
authorities and evaluated in different. pla.ces wit,11 dif- 
ferent levels of assurance, common st.anda.rds need t,o 
be developed. For example, for any desired certifica- 
tion level, each policy must. have the minimum level 
of assura.nce for tha,t certificat.ion level. Met,apolicies 
which describe aad cont,rol the policies must be eval- 
ua.ted a.s well. 

7.7 Crossing Policy Boundaries 

Crossing policy bounda.ries is one of the most diffi- 
cult problems in trusted computing. When classified 
data leaves one policy system, such as t.he US Milita.ry, 
to go to another, such a.s NATO, a. trust,ed person or 
process must sanitize and relabel t,he da.ta. and approve 
the transfer. In the civilian world, privacy laws require 
that the pa.tient or the pa.tient ‘s gua.rtlian give writ,ten 
a.pproval for the transfer of medical data. t.o a.nother 
hospital. In both milita.ry and civilian life the da.ta 
owner wants assurance that the data will be treat,ed 
in the new policy reahn in suficient a.ccorda.nce with 
the owner’s policies. 

In a multipolicy system, it is possible for an object 
to go from one multipolicy ma.chine to another wit,hout. 
leaving its origina. policy domain. There a.re severa. 
important a.ssumptions: 

1. The Multipolicy Machines follow st,a.nda.rds for la- 
belling objects which preserve t.he int,egrit.y of la,- 
bels and policy doma.in codes. 

2. The Multipolicy Machines follow sta.ndard poli- 
cies about ha.ndling 0bject.s from different. policy 

systems. For example, if the label is checked and 
it doesn’t, mat.ch any policy in the syst.cm, t.he 
object is inaccessible to a.ny users ou t.he syst,em. 
However, the inaccessible object. n1a.y be passed 
on intact to another system which follows the 
sta,ndards for multipolicy systems. 

The sending and receiving systems ma.y implement 
a homogeneous, an overla.pping, or a heterogeneous set, 
of policies. As long as the receiving syst.em is t,rusted 
to implement the policies indicated in t.he label asso- 
ciated with the object, t,here is no boundary-crossing 
problem. 

If the receiving system does not enforce the policy 
or policies marked 011 t.he object, it must, cit.her pass 
t.he object on t.0 anot.her ma.clline which euforces t.he 
appr0priat.e sec1irit.y policy, hold 011 t,o t,he object. with- 
out permitting any access, or, as is done now, request. 
liumaa intervention. Which choice is made could cle- 
pend upon instruct,ions which a.ccompauy t.he objt>ct,. 
or on the metapolicy for the receiving computer. 

8 Implementation Options 

Throughout. this paper we have suggest.etl several 
reasonable approaches to implement a Mult.ipolic\ 
Paradigm: 

1. 

2. 

3. 

4. 

r 3. 

6. 

Mult.iple set.s of rule-based policies. as seen in Fig- 
ure 3, [27] and [35]; 

Multiple co-processors, like SC’TC’s LOCI\: and 
Sidearm [33]; 

Dist.ribut.ed processors: each uotlc has a local poi- 

icy aud a. master node has t.lrem all; [I] 

Pa.ra.llel processors or policicx in ROM chips t.O 

improve performa.nce 141; 

Multidomain ma.chines. like Amdahl’s Rluhitlo- 
main Faci1it.y [32]; 

Hybrids of the above 

Other a.pproaches are possible as well. but, we do 
not wish t,o focus here on implenient.at.ion opt.ions. 
More iiiipleliieiit.at,ioli opt,ion informa.tion appears 011 
our “The R~lultipolicy Rlodel: A \\‘orking Pap(:r” [5]. 

9 Applications 

The Mult,ipolicy Paradigm is useful whenever mul- 
tiple security policies are involved. especially when 
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normal security goals are extended beyond DOD con- 
fidentiality to include privacy, availabilit,y, integrity, 
weapons release control or other policies and wher- 
ever users with different values aad traditions must 
share a common system. 

Military multipolicy applications include: multi- 
national battle management, multinational command 
and control centers, logistics involving multiple ser- 
vices, and multinational communications systems. 
The Strategic Defense Init,iative is a classic case of 
multiservice policy interaction, as was the Persian 
Gulf War. An application common to ordinary mil- 
itary systems would be to define peacetime, threat 
alert, and wartime security policies and shift from one 
to the other, ra.ther tha,n ‘loosening’ the peacet.ime 
policy[20] when war sta.rts. 

There is no single staada.rd securit,y policy, like t1la.t 
of the DOD, in the commercial world, so a trusted 
system, to be marketable, must be a.ble to ada.pt to 
multiple policies. Although t.he TCSEC unified policy 
paradigm can adapt to a wide range of needs [Bell, 3 11, 
the Multipolicy Paradigm will facilitate expression of 
users’ diverse, unanticipated, and contradictory secu- 
rity policies. 

Commercial a.pplica.tions for mult,ipolicy machines 
are numerous. Mu1tinationa.l banks, multinational 
corporations, internationa,l non-profit act.ivities such 
as the Red Cross and CARE, merged corporations 
with multiple corporate cultures, colleges and compa- 
nies which cross state borders, interna.tiona.1 telecom- 
munications systems, are all ca,ndida.tes for mult,ipol- 
icy systems. 

In non-military government sectors there is even 
more potential for the multipolicy paradigm. Almost 
every system developed by the European Communit,y 
needs multiple policies to express t,he different, va.lues 
and varying traditions of the nat,ions involved. For ex- 
ample, a multipolicy int,ernat.ional health syst,em t1~a.t 
permits different nations to control securit.y policies 
for their own citizens is more practica.1 than requiring 
twelve nations to come up wit,11 a. unified confidentia.l- 
ity and privacy policy. 

10 Conclusion 

This paper identified shortcomings in t.he TC- 
SEC/TNI/TDIp d g f ara i m or mult~ilevel secure systems 
and summarized some of the requirements for a.n alt,er- 
na.te paradigm. It briefly described ot,her resea.rchers 
work in the area, then wove many cont,ributions int.o 
a Multipolicy Paradigm. 

The Multipolicy Paradigm supports multiple, per- 
haps contradictory security policies and has many ap- 
plications .and uses. Multiple contra.tlict,ory security 
policies may be necessary if: 

1. There is more than one security goal. such as pri- 
vacy, confidentialit,y a.nd il1t.egrit.y; 

2. The system serves diverse const,it.uent,s with incli- 
vidual goals a.nd pla,ns, such as the EC: 

3. The system is composed of separat,ely evaluat,ed 
pieces, such as MLS DBMS and OS. 

4. The system’s policies must adapt. t.o changing cir- 
cumst,ances, such a.s peace and war. 

Rlultiple policy systems will be more flexible, but 
much more complicated in many wa.ys t.han single pol- 
icy systems. The pa,per a.ddressed st,rategies for solv- 
ing many of the key mult,ipolicy issues and showed 
tlia,t 

l 

. 

Policy c0nflict.s can be resolved; 

Changes in ways of t.hinking are ~lwtletl t.o evalu- 

at.e and cert.ify flexible inult.ipolic~ syst,rms. 

There are ma.ny st.rat,egies fol get tiiig policy flex- 
ibility while preserving assurance?. 

Users can add user securit.y policies t,o comn1ercia.l 
off-the-shelf product,s. 

Multipolicy sy&ems may ea.se the old problem of 
how to pass sensitive t1at.a. aCross policy boulld- 
aries. 

The Mult.ipolicy Paradigm call lw ~llccessfull>. im- 

plement,etl in ma.ny ways. 

The Mult,ipolicy Pa.radigm will provide greater flex- 
ibilit,y for users who need to a.cld t.lwir own securit,y 

policy specifics to the security policy of a.11 exist,ing 
system. It will ma.ke it easier to t,ransfrr tla.ta t,o sys- 
tems in other securit.y policy domains. It will let. users 
model complex real world securit,y policies more ea.sily 
and permit cont,radict.ory policies to 0prrat.e in pa,ral- 
lel. Pa.ra.llel processing may permit. an improvtw~ent. 

in trust.ed syst.eln performance, as ndl. 

The Mult.ipolicy Paradigm is now -just. a concept, 
with pot,ential. RIuch more work ncwls IO be done to 

make it a reality. 
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