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1. ABSTRACT 
This paper deals with the problem of interpret- 
ing security and dependability in such a way 
that they can be incorporated into the same 
framework. This calls for a modified under- 
standing of some of the traditional concepts. 
Thus, a system-related conceptual model is sug- 
gested in which the various aspects of security 
and dependability are analyzed and regrouped 
into a new "input-output"-related system 
model. The input characteristics of this new 
model are interpreted in preventive terms, 
whereas the output characteristics are inter- 
preted in behavioural terms with respect to the 
user of the system. One of the benefits of the 
model is that it can form a basis for composite 
measures of security and dependability. Thus, it 
is possible to define preventive measures and 
behavioural measures. The behavioural mea- 
sures are measures that relate to the behaviour 
of the system, or, put informally, relate to the 
"output" of the system. Behavioural measures 
deal with system failures, e.g., the probability 
for and magnitude of such failures. Well-known 
reliability methods, such as Markov modelling, 
can be used for deriving behavioural measures 
of security. A preventive measure, on the other 
hand, would describe the system's ability to 
avoid detrimental influence from the environ- 
ment, in particular influence originating from 
security breaches into the system. 

1.1 Keywords 
Computer Security, Dependability, Concepts, Modelling, 
Confidentiality, Measure. 
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2. INTRODUCTION 
Informally, we want for our computer systems to "work as 
intended" or "to function correctly". This means that they 
should be secure and dependable (including reliable, availa- 
ble, etc.) at the same time. Historically, the two research 
fields of security and dependability have evolved separately. 
In short, security has emerged from the viewpoint of inten- 
tional and hostile interaction with a system, an interaction 
that would lead to unauthorized disclosure or modification of 
information. Dependability has evolved from reliability and 
availability considerations. Security and dependability have 
traditionally been treated separately. Lately, however, 
attempts have been made to integrate these two, e.g., as sug- 
gested in [33], where dependability is defined as the overall 
concept of which security is simply one attribute among oth- 
ers or in [12], who is taking the opposite approach. The con- 
sequences of this proposed integration have not yet been fully 
realized. This paper brings this work one step further. It 
presents an integrated framework for security and dependa- 
bility, that covers most aspects of "required functionality" as 
experienced by the user. It also outlines how the framework 
could be used for composite measures. 

Section 3 of this paper gives a note on terminology and sec- 
tion 4 gives the present status of the disciplines of security 
and dependability. There are many different opinions as to 
the status of discussion of concepts and terminology used. 
The versions given below are believed to have widespread 
acceptance. Dependability is given in its "classical" form, 
with the traditional way of integrating security. Security is 
described by its different aspects and some alternatives are 
mentioned. In section 5 a novel conceptual framework and 
system model is suggested. Section 6 gives a survey of exist- 
ing measures for security/dependability and outlines how 
novel measures could be defined based on the system model. 
Section 7 summarizes the paper. 

3. A NOTE ON TERMINOLOGY 
We urge the reader of this paper to forget about his~her 
present understanding of the words used in this area! Other- 
wise he/she will most probably not understand this paper. The 
reason for this is the following: 

The work presented in this paper is about new concepts, and 
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it also uses old concepts in a new way. In general, new con- 
cepts call for the invention of new terms or re-definition of 
old terms, since it is essential that the concepts can be prop- 
erly addressed and understood. It would be expected that the 
person who suggests a new conceptual framework would also 
suggest a corresponding terminology, and that he clarifies the 
relations with the established usage of the terms. It has not 
been possible to do so at this time. Still, please note the words 
in the paper may be used with a meaning that differs from nor- 
mal usage. Unfortunately, the same word may also be used in 
its "normal" sense. We hope that it should be clear from the 
context which interpretation is correct. 

Therefore, we do not wish to strongly defend any part of the 
terminology in this paper. The underlying concepts, on the 
other hand, have our full support, and we believe that once 
these concepts become commonly accepted, the issue of 
proper terminology will find its solution. 

4. PRESENT STATUS 

4.1 Dependability vs security 
Dependability was first introduced as a generic term 
encompassing concepts such as reliability, availability, 
maintainability and safety, as well as related measures. It was 
defined in terms of "task accomplishment" and "provision of 
expected service" [32]. A number of versions of this original 
definition has since been published. Finally, as a result of 
several years of work in IFIP Working Group 10.4, a 
comprehensive summary of dependability concepts and 
terminology was presented [33]. Here, the attributes of 
dependability were defined as reliability, availability, safety 
and security (figure 1). 

Thus, security is treated as an attribute of dependability, 

DEPENDABILITY 
ATTRIBUTES 

I 
I I I I 

Reliability Availability Safety Security 

Figure 1: Dependability and its attributes 

among others. Except for security, these attributes all refer to 
the system behaviour, i.e. the service that the system delivers 
to the environment. Therefore, they form an adequate basis 
for a behavioural approach. For security, however, the 
situation is different: It is normally defined by three different 
aspects: confidentiality, integrity and availability [46], [21]. 
See figure 2. 

Therefore, security concept describes not only the system 
behaviour, i.e. the service that the system delivers to the 
environment (e.g. availability), but also the system's ability 
to resist external attacks (e.g. integrity). 

SECURITY 
ASPECTS 

I 
Confidentiality Integrity 

I 
Availability 

Figure 2: Security and its aspects 

4.2 Generalized concepts 
It is interesting to note that, as early as in 1978, [37] suggested 
the term system defensiveness as a generalized notion of secu- 
rity, to imply security, reliability, availability and auditability. 
However, the author does not really elaborate his extended 
notion in his analysis of operating systems. He also discusses 
in terms of preventive approaches as opposed to remedial 
ones. Here, preventive refers to measures taken during the 
design phase to attain a secure design by means of e.g. spe- 
cific design methodologies and formal specifications, 
whereas the remedial involves the assessment of security 
when the system is in operation, followed by attempts to 
patch around vulnerabilities that might be uncovered. There- 
fore, his viewpoint is temporal with respect to the design 
phase. 

In [15] the concept of trustworthiness is suggested as an 
extension of dependability, giving a judgement of the accept- 
ability of the system rather than being a property of the sys- 
tem. This concept is especially appropriate for large and com- 
plex systems with rich human interaction for which the spec- 
ifications are likely to be incomplete, ambiguous or 
inconsistent. 

The problem of ensuring secure fault-tolerance, i.e., 
improved reliability (by fault-tolerance) and a preserved 
security policy at the same time, is discussed by [28]. The 
author points out the danger that fault-tolerance mechanisms 
can undermine the security of a system, and discusses possi- 
ble solutions to this problem. One such technique is the so- 
called FRS (Fragmentation-Redundancy-Scattering) tech- 
nique [10], which can be employed to achieve intrusion-tol- 
erance [14]. 

A generalized view of the ideas underlying the "Orange 
Book" [46] is presented in [45]. The paper refers to the gen- 
eral problem of drawing a boundary between security and 
other critical requirements, and argues that ensuring maxi- 
mum confidentiality, integrity and availability (called 
"assured service") does not address the problem of ensuring 
security satisfactorily. It proposes a solution based on three 
different security policy concepts, whereby he establishes a 
more precise view of security. He also notes that many integ- 
rity and availability requirements can not be directly 
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addressed by security policies and are more properly treated 
as requirements of a different nature, which are thoughts that 
are very much in line with those proposed in this paper. 

The relation between security and safety is specifically dis- 
cussed in [6]. The authors analyse several examples in which 
both safety and security are of concern. The terms safety crit- 
ical and security critical are defined and are used to encom- 
pass absolute and relative harm, respectively. A simple for- 
mal definition of the concepts is also given. It is noted that 
some of  the ideas, and especially the concept of"causal indi- 
rection" for security, agree with those presented in this 
paper. 

Finally, we want to point out that there are striking similari- 
ties between the dependability concept discussed and the 
concept of quality as proposed by [29]. To him, quality 
means "fitness for use" and includes product satisfaction and 
freedom from deficiencies. The parameters of "fitness for 
use" include availability, reliability and maintainability. 

4.3 Security concepts 
Various versions of the established definition of security pre- 
sented in paragraph 4.1 exist. For example, in some cases 
one or two extra aspects are added, such as denial-of-service 
and authenticity. In other cases, a different grouping is pre- 
ferred, see e.g. [20], [36]. 

In database systems, integrity refers to the validity and con- 
sistency of data as defined by some integrity constraints, thus 
primarily actions taken by an authorized party, whereas 
security refers to protection of data against unauthorized dis- 
closure, alternation anddestruction [11]. However, the "tra- 
ditional" definition is also used in parallel, see e.g., [7]. 

There also exists a wide range of formal models. Among the 
most important of these we find [3], who introduced a formal 
model for confidentiality, i.e., a description of information 
flow in a secure system, aimed at identifying paths that could 
lead to inappropriate disclosure of information. A corre- 
sponding model for integrity was suggested by [4]. A formal 

system of protection rules based on an access control matrix 
was introduced by [30] and [17]. The matrix is used to define 
the rights R of a subject S with respect to an object O. A very 
good overview and classification of formal models is pre- 
sented in [31]. 

There is also the "Orange Book" security concept as 
described in the Trusted Computer System Evaluation Crite- 
ria [46], which primarily deals with confidentiality aspects. 
It was originally developed for military purposes as a result 
of the DoD Computer Security Initiative launched in 1978, 
with the intention to match the security policy of the United 
States Department of Defence. The security policy is under- 
stood as a set of laws, rules and practices that regulates how 
an organization manages, protects and distributes sensitive 
information. However, it has also been widely used for com- 
mercial operating systems. Based on the development proce- 
dure and the presence (or absence) of security mechanisms 
and methods, a protection level is evaluated and the system 
is classified into one of seven classes. A similar but more 
general criteria, which permits selection of arbitrary security 
functions, has been developed in Europe: the Information 
Technology Security Evaluation Criteria [21]. Still other 
alternatives exist in other counties [8], [22]. In a first attempt 
to achieve an international harmonization, the United States 
and Canada commonly proposed the "Federal Criteria" [16], 
which was never published in a final version. The present 
work is concentrated on the "Common Criteria", with the 
express intention of reaching an international standard. 

5. THE SUGGESTED CONCEPTUAL 
FRAMEWORK 

5.1 Interpreting the security attribute 
We shall now detail how the three security aspects (confi- 
dentiality, integrity and availability) can be interpreted in 
behavioural and preventive terms. See figure 3, which 
describes the situation for information security. 

INFORMATION SECURITY 

I 
Confidentiality 

prevention of the 
unauthorized dis- 
closure of information 

behavioural 
(w.r.t. Non-user) 

Integrity 

prevention of the 
unauthorized modifi- 
cation of information 

preventive 
(w.r.t. Non-user) 

Figure 3: Information security and its aspects 

I 
Availability 

prevention of the 
unauthorized with- 
holding of information 

beha vioural 
(w.r.t. User) 
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Availability is primarily defined as the ability of the system to 
deliver its service to the authorized user. It is thus a behav- 
ioural concept. The authorized users are the users that are the 
intended receivers of the service that the system delivers, as 
specified in the system specification. In the following we 
shall call the authorized user(s) the User. This may be a 
human or an object: a person, a computer, a program etc. We 
have chosen to regard all potential users except the authorized 
users as unauthorized users. Unauthorized users are called 
Non-users. Therefore, availability as a security aspect has the 
same meaning as the availability attribute of dependability. 

Integrity is the prevention of unauthorized modification or the 

In view of this discussion, we arrive at two generic types of  
behavioural attributes: reliability~availability and 
confidentiality. See figure 4. 

Confidentiality relates to the denial-of-service to Non-users, 
i.e. unauthorized users shall not be able to obtain information 
from the system, nor be able to use it in any other way. 
Reliability and availability have been merged, since they 
both refer to delivery-of-service to the User. This does not 
mean that they are the same. They are merged as they both 
reflect delivery-of-service to the authorized user, even if 
different aspects of this delivery. The safety attribute 

BEHAVIOURAL 
ATTRIBUTES 

Reliability/Availability 
w.r.t User 

(Safety) 

Confidentiality 
w.r. t Non-user 

(Safety) 

Figure 4: Behavioural dependability attributes 

deletion or destruction of system assets. Integrity is violated 
by means of an attack, which is normally performed by a 
Non-user, but may also be performed by a User who is abus- 
ing his/her authority. Thus, integrity is a preventive quality of 
a system and characterizes the system's ability to withstand 
attacks. 

Confidentiality is the ability of the system to deny the Non- 
user access to confidential information. It is thus a 
behavioural concept but, unlike other attributes, it defines 
system behaviour with respect to a Non-user. It actually 
defines to what extent information should be accessible, or 
rather not accessible, to Non-users. Therefore, 
confidentiality is behavioural concept, parallel to reliability, 
availability and safety. Confidentiality can also be 
understood in a broader sense, i.e., the prevention of the 
delivery of service to the Non-user, even if this service 
delivery would not include harm to the User or disclosure of 
secret information. The term exclusivity has been proposed 
for this broader concept [13]. 

The conclusion of the discussion above leads to a modified 
understanding of security as two concepts: preventive secu- 
rity and behavioural security 1. Prevent ive security is simply 
regarded as a form of fault prevention, namely fault preven- 
tion with respect to intentional faults and attacks. Behav-  
ioural security is an integrated part of  (the traditional 
"behavioural") dependability and can not readily be distin- 
guished from it. 

characterizes a certain failure mode of the system: it denotes 
the non-occurrence of catastrophic failures. Note that failures 
can be of both a "reliability" type, i.e., related to the User, as 
well as a "confidentiality" type, i.e., related to the Non-user. 

5.2 The System Model 
The discussion above can be summarized into the following 
system model. The total system that we consider consists of 
the object system and the environment. In general, there are 
two basic types of interaction between the system and its 
environment, see figure 5 

First, the system interacts with the environment or is deliver- 
ing an output or service to the environment. We call this the 
system behaviour. There is also an environmental influence 
on the system, which means that the system receives an input 
from the environment. The input consists of many different 
types of interaction. The type of interaction we are interested 
in here is that which involves a fault introduction into the sys- 
tem, in particular intentional, and often malicious faults, i.e., 
security breaches. Since faults are detrimental to the system, 
we seek to design the system such that the introduction of 
faults is prevented. We denote this ability integrity. It encom- 
passes the preventive aspect of security/dependability. 

There are two different types of receivers of the output deliv- 
ered by the system: the User and the Non-user. The desired 
(and preferably specified) delivery-of-service to the User can 
be described by the behavioural attributes reliability, availa- 
bility and safety. Less often specified, but still desired, is that 

l Here, we could just as well have used the terms preventive dependability and behavioural dependability, 
since we have merged these two concepts and split them in a new way. Another alternative would be 
to call the preventive aspects "security" and the behavioural "dependability" 
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the system shall have an ability to deny service to the Non- 
user. This is described by the behavioural attributes confiden- 
tiality (for information delivery) and exclusivity (for use) as 
well as safety. 

5.3 An example: A Trojan Horse 
One of the benefits of this model is that it clarifies the 
relation between traditional security/integrity and reliability. 
In general, it treats preventive and behavioural characteristics 
separately and gives a clue for a better understanding of the 
relation between them. Let's take an example, that is 
normally regarded as hard to model: a Trojan Horse. 

The introduction of a Trojan Horse into the system 
constitutes a failure of the preventive characteristics 

and output characteristics may  or may not be related to each 
other. It also shows that the preventive and behavioural 
characteristics are only partly coupled to each other, and that 
the coupling seems to be complicated. 

6. MEASURES OF SECURITY 
This section presents some existing approaches to measuring 
security and composite security/dependability concepts. 
Commonly accepted and used reliability or availability meas- 
ures, such as Mean Time To Failure or probability of a suc- 
cessful mission etc., are not covered. Finally, it is outlined 
how measures based on the suggested system model could be 
derived. 

USER 

environmental influence: 
intrusion (fault introduction) 

integrity 

I NON-USER I integrity'~ 

OBJECT 
SYSTEM 

system behaviour: 

delivery-of-service ..] 
reliability/availability 'Yl 
(safety) 
denial-of-service ,.~l 

confidentiality/exclusivity 
(s~ety) 

USER 

NON-USER 

Figure 5: The system model 

("integrity failure", "security failure" or simply "intrusion"). 
When the Horse is in the system the system is "incorrect". 
However, the Horse may remain latent for ever, and may thus 
never lead to a failure of the behavioural characteristics, e.g., 
a reliability failure or a confidentiality failure. Thus, the 
preventive characteristics have been impaired, but not the 
bebavioural. The user would never notice the "incorrectness" 
if he/she did not actively search for it. 

On the other hand, the Horse may be activated after some 
time, e.g., leading to a disruption of service to the user. In 
this case, the "security failure" has propagated and caused a 
"reliability failure". The coupling between these two is 
normally complicated, depending on the operation of the 
system etc. 

We also realize that the very same "disruption of service to 
the user" that was caused by the Horse could have been the 
result of e.g., some (apparently spontaneous) hardware or 
software failure in the system. This clearly shows that input 

6.1 Existing measures of security 
Today, the common way to "measure" security is to use the 
classes or rankings of the Orange Book or other evaluation 
criteria [46], [21 ]. These classes primarily reflect static design 
properties of the system and do not incorporate the uncer- 
tainty and dependence of the operational environment in a 
probabilistic way, similar to the way in which reliability is 
commonly expressed. These issues are discussed in the fol- 
lowing. 

To our knowledge, there are not many other practical meas- 
ures, and the ones that are indeed suggested are focused 
mainly on intrusions and vulnerabilities. A "Security Compu- 
tation Index" (SCI) was proposed by [44]. This index is cal- 
culated by means of using Markov chains and its aim is to 
quantify the total security aspect of an intrusion-tolerant sys- 
tem. However, the rationale for using Markov modelling is 
not discussed and the breaches are considered to be exponen- 
tially distributed, which in general is not true. 
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The concept of "intrusion coverage" is introduced to denote 
the effectiveness of the intrusion-detection mechanisms. 
However, a higher intrusion coverage does not necessarily 
lead to a higher Security Computation Index, which defies 
the intuitive expectations of such an index. 

Another similar index, the "Security Vulnerability Index" 
(SVI), was proposed by [1]. The index is derived by evaluat- 
ing a number of factors from three areas. The factors are such 
that the presence (or absence) of them is likely to influence 
the overall vulnerability of the system. In this way, an SVI 
between 0 and 1 is calculated. There are several problems 
with this approach. The main objection is that it may not be 
possible to make estimates of the influence of the initial fac- 
tors. In general, neither all "physical vulnerabilities" nor all 
"unpatched OS bugs" are known, and can therefore not be 
estimated, let alone quantified. The quantification of "poten- 
tially malevolent acts" seems even more difficult. Finally, it 
is not evident how an index of a certain level should be inter- 
preted, and the authors end by merging the levels into four 
different classes: "low", "moderate", "high" and "extremely 
high". It seems plausible that such a classification could 
more easily be attained by means of a purely subjective esti- 
mation of the system features. 

A completely different approach is taken in [9]. The author 
suggests a method for quantitative evaluation of operational 
security based on a new concept called "privilege graph". 
This concept is an extension and elaboration of Stochastic 
Petri Nets and the Typed Access Matrix Model proposed by 
[43]. 

6.2 Existing composite measures 
An alternative measure for dependability including security 
was suggested by [35]. He started with a view of dependabil- 
ity in which loss and risk are the unifying concepts for its 
definition. This definition permits a context-sensitive assess- 
ment of dependability, reflecting different perceptions of 
risk exposure. Furthermore, risk and loss (per unit time) are 
suggested as measures of dependability. Risk can be used in 
early design phases to handle the inherent uncertainty of the 
design, i.e., the fact that we have incomplete knowledge of 
the final system realization. Thus, conventional risk-analysis 
techniques can be employed. A loss-based measure is more 
appropriate during the operational phase. The advantage of 
such a measure is that it can readily be translated into eco- 
nomic terms. 

Finally, there is a large class of papers that claim to address 
the problem of measuring dependability, but in which only 
two or three dependability aspects are addressed. In these, 
dependability is used in a more limited sense. Typically, the 
security aspect is totally neglected. Thus, in [19], reliability 
and availability are considered together with a new concept 
called "task completion" and, in [2], only reliability and 
safety are evaluated. A further example is found in [42]. 
Here, successive operational periods modelled by Markov 

processes are used as a measure of dependability. The whole 
analysis is based on the fact that there are three types of 
states: up (i.e., operational), down (i.e. recoverable failure) 
and completely down (i.e., non-recoverable failure). It is 
interesting to note that there is a certain resemblance with the 
behavioural modelling in this paper. However, the derived 
measure is rather a combined reliability-availability measure 
than one that would also reflect security and safety. 

6.3 Measures of behavioural and preventive 
security 

The conceptual framework presented in paragraph 5.2 sug- 
gests a way to integrate security-related and dependability- 
related aspects in such a way that the difference between det- 
rimental influence on the system and failed system perform- 
ance is clarified. Thus, there are attributes that describe the 
system's ability to avoid harmful impact from the environ- 
ment, termed preventive attributes, and those describing the 
system's ability to fulfil its expected function, behavioural 
attributes. 

In consequence, the measures defined for a system could be 
divided in a similar way into preventive and behavioural 
measures. It was shown that the confidentiality aspect of 
security can be incorporated into a behavioural measure once 
the distinction between delivery-of-service to the authorized 
user and denial-of-service to the non-authorized user is 
made, and that traditional reliability modelling techniques 
can be used to derive a behavioural  measure  [25], [26]. 

A preventive measure reflects the system's ability to pre- 
vent intrusions or any other detrimental impact on the sys- 
tem. Preventive measures are much less developed than 
behavioural ones. However, there has been some attempts to 
model the preventive attribute using the intrusion process. 
The rationale for this is that the system's protective ability 
should be correlated to the difficulty of succeeding with an 
attack, i.e., making an intrusion. A possible way to achieve 
this is to perform attacking campaigns, during which intrud- 
ers are encouraged to attack a system, while as much relevant 
data as possible on the intrusion process are collected [5], 
[18], [27], [41]. 

It should also be noted that there is one remaining character- 
istic of a system, for which it could be interesting to make a 
quantitative assessment, namely the correctness of the sys- 
tem. We are not aware of any attempts to measure this aspect 
of a system, even if, in principle, this should not be impossi- 
ble. Such a measure should be especially applicable to data 
base systems. 

Finally, we want to point out that these three measures 
clearly are not independent of each other, even if they reflect 
different aspects of a system. Rather, a reduction in the pre- 
ventive ability will normally, but not necessarily, result in 
the system being incorrect. Furthermore, an incorrectness 
would often, but not always, lead to an impaired behaviour. 
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7. SUMMARY 
A novel approach to the integration of security and depend- 
ability has been proposed. It is based on the observation that 
a computer system could be described in behavioural and 
preventive terms. A behavioural viewpoint is related to the 
behaviour of the system, i.e. to how the system influences its 
environment, normally reflected by the reliability and avail- 
ability aspects. A preventive viewpoint describes how to pre- 
vent unwanted environmental influence on the system. 
Using this approach, we have shown how the aspects of tra- 
ditional security could be integrated with existing dependa- 
bility concepts and interpreted as preventive or behavioural 
characteristics. 

Confidentiality is different from the other behavioural 
aspects in that it describes the system's relation to an 
unauthorized user rather than to the authorized user. Safety 
is interpreted as a "sub-attribute" describing a special subset 
of (behavioural) failures, denoting the system's ability to 
avoid catastrophic consequences. Integrity is understood as 
a concept for fault prevention with respect to intentional 
external faults or attacks against the system. Finally, it was 
outlined how these novel concepts could be assessed 
quantitatively, i.e. measured. 
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