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Abstract  
A new approach to network intrusion detection is needed to 
solve the monitoring problems of  high volume network data 
and the time constraints for Intrusion Detection System 0DS) 
management. Most current network IDS 's  have not been 
speci f ica l ly  designed for high speed traffic or low 
maintenance. We propose a solution to these problems which 
we call NATE, Network Analysis  of  Anomalous Traffic 
Events. Our approach features minimal network traffic 
measurement, an anomaly-based detection method, and a 
limited attack scope. NATE is similar to other lightweight 
approaches in its simplified design, but our approach, being 
anomaly based, should be more efficient in both operation and 
maintenance than other lightweight approaches. We present 
the method and perform an empirical test using M_IT Lincoln 
Lab's  data. 

1. INTRODUCTION 
Intrusion detection is the branch o f  computer security 
concerned with monitoring a system for violations of  a site's 
security policy. The basic assumption of  Intrusion Detection 
Systems is that other forms o f  security have failed leading to 
potent ial ly  harmful  actions against  the system being 
monitored. Generally, Intrusion Detection Systems (IDS's)  
screen for security violations which can originate from either 
outside intruders, inside authorized users or both. IDS's  are 
commonly grouped based on their monitoring capability into 
either host-based or network-based systems. Host based 
systems generally utilize system log data for input and monitor 
intrusions affecting one or more hosts. Network based IDS's  
focus on network traffic and concentrate on attacks that come 
from outside the system via the network. 

IDS research has been ongoing for the past 15 years producing 
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a number of  viable systems, some o f  which, have become 
profitable commercial ventures [1]. Yet, research has not kept 
up with today's  rapidly changing computing environment of  
increasing connectivity. With the growing size and speed of  
today's  networks, there is a critical need for IDS's  that can 
process large volumes of  network traffic. A recent CMU report 
on inlrnsion detection systems noted that most network IDS's 
can' t  keep up with current Ethernet speeds and the trend is 
towards much faster networks. Another problem related to 
securing networks is that network administrators currently 
have little time for network security [12,16], which will only 
become worse as networks increase in size. The time 
constraints of  network administration is an often overlooked 
problem in current IDS research where the trend is towards 
development  o f  comprehensive solutions that require 
significant time for configuration and maintenance from the 
system adminislrator. 

In this paper, we present a method for detecting network 
intrusions that addresses the problems o f  monitoring high 
speed ne twork  t raff ic  and the t ime constraints on 
admimslyators for managing network security. Our approach is 
called NATE, Network Analysis of  Anomalons Traffic Events, 
and is highly efficient in terms of  machine and human 
management resources. NATE can be distinguished fi'om most 
existing methods by the following features: minimal traffic 
measurement, simplified IDS management and limited attack 
scope. Other features that are shared with existing systems 
include anomaly based detection and real time operation. This 
paper begins by a review of  existing ID approaches and 
compares NATE to these IDS's. System details are presented 
next followed by results from an empirical analysis using 
NATE. Final sections cover implementation issues and our 
conclusions and future work. 

2. EXISTING SOLUTIONS 
IDS's  can be categorized as either host or network based, with 
network based approaches being further divided into strictly 
network monitoring systems and composite systems that watch 
both hosts and the surrounding network. Since our focus here 
is network ID, we will limit our discussion to network and 
composite IDS's and their realizations found in the literature. 

Strict network based systems include NSM[3], Bro[13], 
NFR[14] and NetStat[23]. NSM was an early system designed 
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to moni tor  t raff ic  be tween  hosts  on a LAN.  Bro functions as a 
h i gh - s peed  pas s ive  ne twork  mon i to r  tha t  f i l ters  t raf f ic  for  
cer tain appl icat ions.  N F R  was des igned as a f lexible  tool for  
ne twork  da ta  whose  atlxibutes include its own language  for 
creat ing filters that  are then compi led  into the tool.  HetSta t  is a 
n e t w o r k  IDS  tha t  of fers  c u s t o m i z a t i o n  o f  n e t w o r k  even t  
collectors.  

S y s t e m s  tha t  m o n i t o r  bo th  hos t s  and  n e t w o r k s  inc lude  
E m e r a l d [ l  1], Grids[22]  and Dids[20].  Emera ld ,  was designed 
to de tec t  intrusions in large distrib~,ted networks .  I t  is a large 
hierarchical  sys tem that  can respond  to threats on local  targets 
and coordina te  its moni tors  to form an analysis  h ie rarchy  for 
n e t w o r k - w i d e  threats .  Gr ids  accumula tes  resul ts  f rom be th  
hos t  and ne twork  based componen t s  which  are d isp layed in a 
graph.  The  graph a l lows easy  v i e w i n g  o f  at tacks that  migh t  
span the network.  The  Dids  IDS if: an extens ion  o f  N S M  and 
uti l izes data f rom both  host  audi t ing sytems and L A H  traff ic  to 
detect  intrusions. 

IDS detect ion methods  fall into two general  categories  o f  rules 
(or s ignature based) and anomaly  based detection.  Rules based 
detec t ion  typ ica l ly  is done with  art exper t  sys tem by f i l ter ing 
act ivi ty according to a predef ined  set o f  rules. S ignatore-based 
methods  match  in t rus ions  to exact  pat terns  o f  s tored  misuse  
behavior.  A n o m a l y  based  methods  seek to character ize  normal  
system behavior  and detect  devia t ions  f rom normal .  The Irade- 
o f f  be tween  anomaly  based  and rule based  methods  is that  rule 
based  me thods  c a n ' t  de tec t  n e w  or nove l  a t tacks  bu t  their  
fa lse-posi t ive  rate is lower.  Anom:xly-based detect ion methods  
have  a po ten t i a l  h ighe r  f a l s e -pos i t i ve  rate  due to inexac t  
methods  o f  inlrusion identif ication.  Ye t  it  is the inexacmess  o f  
these methods  that  a l low detect ion o f  new attacks. 

M o s t  cu r ren t  n e t w o r k  I D S ' s  use  ru le  based  m e t h o d s  o f  
detect ion.  This  includes  Bro,  N S M ,  NFR,  He tS ta t  (states arc 
s imi lar  to rules),  Emera ld ,  Grids  and Dids.  Emera ld  is the only 
current  sys tem that  uses stat is t ical  anomaly  detect ion with  the 
inc lus ion  o f  a s ta t i s t ica l  c o m p o n e n t  that  c o m p l e m e n t s  the  
exper t  system. 

Ano the r  approach  that  pe r fo rms  both anomaly  de tec t ion  and 
s igna tu re  e x t r a c t i o n  is based  on  p r i n c i p a l s  o f  c o m p u t e r  
i m m u n o l o g y  d e v e l o p e d  by  S tephan ie  Fo r re s t  at  U H M [2] .  
Computer  immuno logy  draws an Emalogy be tween  a b io logica l  
immune  sys tem and a set  o f  corrtputer secur i ty  mechanisms .  
The bas ic  premise  is that  self, the systems normal  state, can be 
d i s t i ngu i shed  f rom nonse l f ,  the  in t rus ive  o r  p a t h o l o g i c a l  
state[21].  This  concep t  was previ.ously app l ied  to host  based 
securi ty p rob lems  and more  recent ly  extended to the detect ion 
o f  intrusions in ne twork  t ra f f ic  wi th  the  deve lopmen t  o f  the 
L ISYS system[4].  L I S Y S  shares at t r ibutes wi th  H A T E  but  is 
more  l imi ted  in its ab i l i ty  to handle  d i f ferent  pro tocols  and 
deal  wi th  no i sy  data. Plus, it  is not  c lear  how l ightweight  the 
sys t em is in t e rms  o f  sy s t em admin i s t r a t ion  costs.  Shared  
a t~ibutes  include anomaly  detection,  unsuperv ised  learning o f  
the normal  state, and neg l ig ib le  impact  on  sys tem resources.  
The L I S Y S  sys tem is l imi ted  to 1he TCP protocol  through its 
r e c o g n i t i o n  o f  connec t i on  f r equency  as the  no rma l  state.  
L I S Y S  a lso  canno t  hand le  t r a f f i c  f rom ce r t a in  t y p e s  o f  
computers  such as FTP and W e b  servers since the uraffic f rom 
these systems doesn ' t  p roduce  stable connect ion  states. H A T E ,  

h o w e v e r ,  is  e a s i l y  e x t e n d e d  to o t h e r  p r o t o c o l s  v i a  
measurement  o f  al ternate attr ibutes per  unit  t ime verses a TCP 
connection. Fur thermore ,  H A T E ' s  character izat ion o f  normal  is 
not  dependent  on  connec t ion  s tabi l i ty  but  ins tead focuses on  
cha rac te r i s t i c s  o f  the  p ro toco l .  Consequen t ly ,  H A T E  can  
handle data  from all types  o f  systems.  

For  completeness ,  we  wil l  ment ion  two publ ic  domain  network 
I D S ' s  that  c la im to be " l igh tweight"  IDS ' s .  These  systems are 
Snort[15] and Shadow[12] .  Snor t  is a ru le -based  ne twork  IDS 
for  small ,  t ight ly  u t i l ized  ne tworks .  Snor t ' s  features  include 
s imple  rule  fo rmat  for  e a sy  rule c rea t ion ,  packe t  p a y l o a d  
inspect ion for  pat tern  matching,  and a s t reamlined architecture. 
S h a d o w  is more  o f  a ne twork  sensor  than an IDS an rel ies  
heavi ly  on tcpdump[5] .  Input  f rom a Shadow sensor  is passed 
to an Ana lyze r  1lint ut i l izes topdump rules, the results o f  which  
are fed to a web  interface.  S h a d o w  does  not  run in real  t ime 
bu t  p e r f o r m s  p e r i o d i c  dumps  o f  co l l ec t ed  ne twork  traffic.  
W h i l e  be th  o f  these  sys tems  c l a im  to be  " l igh tweight" ,  we  
be l ieve  the re l iance  on rules is contrary  to a t ru ly  l ightweight  
approach.  Fo r  each  new attack, new rules mus t  be genera ted  
which  ove r  t ime  could create  a p roh ib i t ive ly  large rule base.  
Sys tem adminis t ra tors  mus t  cons tan t ly  update  their  sys tem to 
stay current  with k n o w n  attacks. Al though  the systems m a y  be 
" l i gh twe igh t "  in t e rms  o f  the s ize  and c o m p l e x i t y  o f  thei r  
cxecu tab lcs ,  the  d a y - t o - d a y  ope ra t i on  and ma in t enance  o f  
these  s y s t e m s  b r ings  t h e m  ou t  o f  the  r e a l m  o f  a t rue  
l igh tweigh t  sys tem;  one tha t  f i ts  more  into the p lug-and-go  
category o f  applicat ions.  

3. H A T E  C h a r a c t e r i s t i c s  
H A T E  differs f rom all  o f  these sys tems in its approach to IDS. 
H A T E ' s  most  impor tant  feature is its emphas is  on little human  
invo lvemen t  in the  s y s t e m ' s  m a n a g e m e n t  and configurat ion.  
W e  have  imp lemen ted  a s ta t is t ical  anomaly  detec t ion  method  
that  di f fers  f rom prev ious  s ta t is t ica l  approaches  in its speed 
and ease  o f  use. Pr io r  anomaly  based  methods  have not  been 
easy  to conf igure  or  ma in ta in  requir ing  knowledge  o f  normal  
sys t em pa ra me te r s  [6, 19]. l q A T E  is des igned  to be self-  
conf igur ing  requi r ing  no human  input  on  the normal  sys tem 
state. The  ma in  advantage  o f  anomaly  de tec t ion  over  rule or  
s i g n a t u r e  b a s e d  m e t h o d s ,  is  t ha t  i t  m i n i m i z e s  s y s t e m  
admin i s t r a t ion  be c a use  i t  de tec ts  new at tacks au tomat i ca l ly  
w i thou t  the  need  for  ru le  c r ea t ion  o r  upda te .  A poss ib l e  
weakness  is a potent ia l  h igher  false posi t ive  rate, which  can be 
ma na ge d  by  a l lowing ad jus lment  o f  the detec t ion  s ignif icance 
th resho ld .  

In  terms o f  data  col lect ion,  N A T E  emphas izes  min imal  traff ic  
measurement .  Measur ing  only  packe t  headers  a l lows for  h igh  
speed t r a~ l c  moni tor ing.  Our  method  also de l ibera te ly  l imits 
a t tacks  to those  tha t  exp lo i t  vu lne rab i l i t i e s  in the  ne twork  
protocols .  Unl ike  most  o ther  ne twork  I D S ' s  we do not  a t tempt  
to catch a wide  var ie ty  o f  in t rus ion  types.  Our  intent ion is to 
deve lop  a ne twork  tool  that  w o u l d  work  in concer t  with other  
tools  such as a hos t  b a s e d  IDS  to p rov ide  a comprehens ive  
solut ion.  The  advan tages  o f  de l ibe ra t e ly  l imi t ing  the a t tack  
scope,  a l lows  for  s t r e a m l i n i n g  o f  the  sys t em and a la rge  
reduction in complexi ty .  

4. T R A F F I C  M E A S U R E M E N T  
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A "lightweight" intrusion detection system must handle high- 
speed traffic in a real-time format. NATE seeks to measure the 
minimum amount of  information from the network and still be 
able to distinguish normal from anomalous traffic. Previous 
authors have noted that measuring just  packet headers as 
opposed to packet contents greatly speeds throughput [12,13]. 
We have found that looking at tepdump logs of  network traffic 
generated by known attacks, one obvious behavior is that TCP 
flag distribution changes significantly between normal and 
attack traffic. Many attacks can be characterized by large 
numbers of  TCP control packets such as Syn, Fin and Reset 
packets along with low numbers of  P and Ack packets. Also, in 
anomalous streams o f  traffic, there is an absence of  the normal 
flow of  data contained in the packets which can be monitored 
by counting the number o f  bytes transferred. Therefore, we 
monitor counts o f  the TCP flags and the number of  bytes 
transferred for each packet. Another feature of  anomalous 
traffic is the low number o f  packets transferred for any 
particular source to destination ip+port combination. This can 
be captured by aggregating the traffic into sessions consisting 
o f  all traffic between a unique source and destination ip+port. 
Aggregating at the session level highlights intruder traffic 
since these anomalous sessions contain a different distribution 
of  packets than normal sessions. 

5. STATISTICAL METHODS 
Statistical methods have long been used to detect anomalies in 
system and network audit data [6,19]. To date, statistical 
anomaly detection has relied on probability-based methods by 
comparing new sets of  measurements to a normal data base o f  
measurements or summary statistics. I f  a new measurement 
has a low probabil i ty that it came from the historical 
measurement distribution, then a flag is raised for a potential 
intrusion [6,19]. 

We propose a completely different statistical procedure for 
anomaly detection based on muRivariate statistics. Multivariate 
statistics are appropriate for any data set where multiple 
measurements arc taken with possible correlations between the 
measurements. Multivariate techniques in general, account for 
the correlation structure of  the variables being analyzed often 
yielding a more complete picture of  the analysis results than if 
the variables had been analyzed separately [7]. 

5.1 Cluster Analysis and PCA Reduction 
Cluster analysis is a multivariate technique used for finding 
groups in observed data. The objective is to form groups in 
such a way that objects in each group are similar to each other 
but as different from other groups as possible [8]. Cluster 
analysis is used when researchers have no a priori hypothesis 
about their data but are in an exploratory stage of  research [8]. 
We chose cluster analysis as a means o f  forming normal 
groups of  TCP/IP sessions. A detailed discussion of  cluster 
analysis is beyond the scope of  this paper. The details of  this 
technique can be found in [7,8,17]. 

Results of  a cluster analysis are typically plotted to verify that 
cluster formation fol lows the actual data distribution. 
However, multivariate data is difficult to plot and some 
method o f  data reduction is usually required. A commonly 
used data reduction technique is Principal Components 

Analysis (PCA). PCA combines variables based on the 
correlation between them. Highly correlated variables will be 
combined into an aggregated variable called a principal 
component [17]. The cluster results are then overlaid onto this 
PCA plot to see how well the cluster solution fits the natural 
distribution of  the data points. 

5.2 Sampling Methodology 
In performing an analysis of  network data, that constitutes a 
potentially unlimited population, we must somehow limit the 
amount of  information that we input into our normal database. 
Unlike previous probabi l i ty  based techniques, which 
constantly update the normal state with new information [6], 
our technique collects the data once and then updates the 
database later only i f  necessary to incorporate new normal 
behavior t. Therefore, it is important to determine when we 
have collected enough data to build our normal cluster 
database. I f  we collect too few data points then the sample will 
not be representative of  the normal network state and later 
testing between new sessions and the clusters will produce a 
large number of  false positives since normal points will be 
identified.as anomalies. In an effort to capture a wide range of  
normal behavior, we decided to include samples o f  each major 
network traffic type. Thus, each o f  the most frequent traffic 
types will be sampled as a separate population using traditional 
statistical sampling theory. For example, separate random 
samples of  FTP, HTYP, SMTP and other types of  traffic will 
be independanfly collected. We believe that applications will 
form clusters i f  not strictly by type, then by similarities 
between the types such as HTI'P and FTP-DATA which both 
focus on file transfer. By insur!ng that each traffic type is 
adequately represented,  the combined samples should 
represent the range o f  normal network traffic. Infrequent 
network types can be included along with the major traffic 
types without overly inflating the number of  sarnples. 

The general procedure for computing sample size is to get an 
initial estimate of  a sample standard deviation, s2/n, which is 
then used in calculating the sample. 

Prior tn calculating the sample size, a bound, B, on the sample 
error is set. For a normally distributed population, the bound is 
typically taken as 2 times the standard deviation. However, the 
bound is left up to the researcher as different studies require 
more or less precision on the sample error. 

The sample size, r~ is computed from the following formula: 

2Vty 2 
n -  D =  

( N  - 1 ) D  + cr = 

B 2 

4 

where B is the bound on the error, 0 2 is the population 
variance which can be estimated by, s=/n, the sample variance, 
and N is the population tetal[18]. 

t Unlike anomaly-based systems that profile user behavior, 
which is often erratic at best, our approach profiles the 
behavior of  protocols, which change over much longer time 
periods. 
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This sampling technique will be applied to each major network 
group where "major" is loosely defined as a certain percentage 
of  network traffic. 

6. E M P I R I C A L  ANALYSIS  
In  order to test the feasibil i ty of  :NATE, we evaluated the 
method against  a real data set. Us ing  these results, we can 
determine its effect iveness in detecting intrusions,  identify 
weaknesses and assess the potential false positive rate. 

6.1 Data  Set Selection 
It was decided to use a publ ic ly  available data set for our 
analysis that was explicitly created for testing IDS's .  The data 
set was created by MIT Lincoln Labs for their 1998-1999 IDS 
evaluation study [10]. We chose an existing data set because 
the t ime and cost associated with the creation o f  a good ID 
data set was prohibit ive.  Another  consideration in  selecting 
Lincoln  Lab's data was that our results would be comparable 
because we used a standard, recogni:,.ed data set. 

The Lincoln  Labs data consists o f  network traffic dumps and 
host audit  logs saved as files. For  our analysis, we selccted 
outside tcpdump data which  conta ined  s imulated network 
traffic captured outside the firewall o f  a medium sized ].,AN. 
The tepdump files were generated daily with some o f  the files 
containing embedded labeled attacks. 

One drawback with Lincoln  Lab ' s  data concerns its simulated 
nature. There is the danger that this data may not accurately 
resemble real network traffic. Thus, the detection rate obtained 
with the simulated data may not extend to real data. Ideally, 
our results should be t e s t ed .wi th  real data. This  point  is 
discussed further in Section 8. 

6.2 E x p e r i m e n t a l  Method. 
The Lincoln  Labs data set contains  several weeks o f  daily 
tcpdump files for both 1998 and 1999110]. Each dally file 
contains up to 1 mil l ion TCP records. We developed methods 
for selecting a subset  o f  data from this huge populat ion o f  
records and for aggregat ing the indiv idual  packets into 
sessions o f  un ique  source ip+port to dest inat ion ip+port. In 
addit ion,  we ident i f ied a ~et o f  attacks that  we could  
reasonably hope to detect from among the attacks embedded in 
the MIT dam. 

6.2.1 Subset Identification 
The session screening method we developed had to select a 
subset o f  the data plus insure that the entire range of  normal 
network traffic was captured. As previously outlined in Section 
5.2, we included sessions according to traffic type frequency. 
For this data set~ about nine groups dominated the tepdump 
traffic. Other types o f  traffic occu:n'ed within the data but  the 
frequency was so low that we elecrod to ignore these types for 
the purposes of  this empir ical  evaluation.  The nine  groups 
identified along with their frequencies are listed in Table 1. 

As can bc seen from the group frequencies ,  the data is 
completely dominated by HTTP records, which means that 
most o f  the network traffic is web  traffic. The second most  
frequent  traffic types are SMTP, electronic mail  and FTP-  
DATA/FTP,  file transfer traffic. The other groups represent 

very few records but were included in an attempt to capture the 
entire range of  normal traffic seen on this network. 

Within a single days worth of  traffic, the less frequent groups 
such as Pop3, Auth, Time, and Telnet,  had only a few records. 
It was thus decided to select one of  the daily files as a base file, 
collect records from other files for the low frequency groups, 
and add these records to the base  file. One  impor tant  
assumption with this method is that there are no systematic 
differences in the network traffic between days. Since we arc 
interested in getting representation from all o f  the traffic types 
we wanted to have at least some mi n i mum number  of  records 
from each of  the nine dominant  types and then take a random 
sample from each group (see Section 5.2). It was decided that a 
m i n i m u m  number  o f  30 sessions would be needed for each 
group since it was difficult  to f ind more than 30 sessions in 
two weeks worth of  data for the least frequent groups. 

Table  
rr-.0~c T~pe 
http 
smtp 
fYp-data 

1: F r e q u e n c y  of ne t w or k  traffic types 
Frequenc~ % Description 

80-98 Web based traffic 
7-33 
1-3 

Mail transfer protocol 
File t r a n s f e r -  data 

telnet .5-2 Remote connection 
ftp .2-1 File transfer - connection 
finger .2-.5 Identification information 
anth <.2 Authentication service 
time <.2 Time s e r v e r -  service 

<.2 pop3 Mail protocol 

In order to insure that there was no bias in selecting the records 
and to provide further empir ica l  ev idence  for test ing our 
method ,  two separa te  data  f i les  were created.  Af te r  
construct ing the data files, Mon99  and Wed99,  us ing two 
separate base files from different weeks in the 1999 MIT data, 
each group was randomly sampled to get an error estimate for 
the highest  var iance  variable,  Total  Packets.  Sample size 
calculations indicated that samples o f  28-30 would be needed 
for the high frequency data types, H'UI'P, SMTP, FTP-DATA 
and FTP and smaller sample sizes o f  20-24 would be enough 
for the low frequency types, Auth, Pop3, T ime and Teinet.  
Since there was so little difference in the sample sizes between 
groups, it was dec ided to sample  all n ine  groups at 30 
providing a total data set o f  270 sessions. The sample size 
calculat ions were performed on Wed99 and extrapolated to 
Mon99 since there Was little difference between the variability 
of  Total Packets between the two files. 

6. 2.2 A track Ident i f icat ion 
Of  the aUaeks included in the MIT Lincoln  Labs data, attacks 
that were classified as remote probes and DOS types of  attacks 
could potentially be detected from analyzing network headers 
[9]. Thus, five TCP attacks were selected for testing NATE.  
These  attacks are l is ted in Table  2, a long with attack 
descriptions and the attack impacts as defined by Kendell  in 
his classification of  attacks included in the Lincoln  Lab study 
[9]. 

Table  2: T C P  attaclm f r o m  M I T  Linco ln  L a b s  data  set " - I  " I - " "  I 
Portswccp Scans multipLe ports for services Probe Services 
Neptune Syn flood denim of service Deny temporary 
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Satan J Network pmbin R tool I Probe Services 
nmap I Network mapping usinl nmap I Probe machines 
Mailbomb I DOS for the mail server Deny temp/perm 

6.3  Statistieal Analysis 
Prior to conducting the cluster analysis, thc variables were 
graphed using a PCA reduction (See section 5.1). As can be 
seen from the plots of  the two data sets, Figures 1 and 2, the 
data does not form well-defined clustem, but instead displays a 
large numbe r o f  points distributed centrally with long fingers 
o f  data extending in several directions. The lack o f  cleanly 
separated groups may be normal for network traffic or might 
be due to the simulated nature o f  the Lincoln Lab data. Much 
o f  the data appears to be highly similar. Analysis  o f  real 
network data would confirm whether this d is~but ion of  data 
points is typical of  network data given the nine traffic types 
included in the analysis. 
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Figure 1: Wed 99 3-D plot of  first three principal  
components 
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Figure  2 :Mon99  3-D plot of  first  three principal  
components 

Next, cluster analysis was performed for each of  the data sets, 
Mon99 and Wed99 yielding the clusters described in Table 3. 
For the data file, Wed99, seven clusters were identified and for 
Mon99, five clusters were sufficient to describe the date. 

Table 3: Cluster  composition~ Wed99 and Mon99 data files 
Wed 99 Mon99 

Cluster Traffic Type 

1 time,finger, 
telnet 

2 auth, i ~ l a t a  

3 finger. 
t~p-da~ 

4 pop3 

5 tip, tclnet 

6 httpl tip-data 
7 smtp, pop3 

M a i n  Trait  

Low # 
packets 

Traffic Type 

time, auth, pop3 

High bytes auth 

High bytes finger, smtp, http 

High Acks 

Highest Ack 
P ~Total 
Low P, Ack 
Higher P 
than Ack 

iti), telnct 

telnct 

In examining the clusters, it appears that the U'affic types are 
split between clusters with few clusters consisting o f  a single 
type. However, similar types do tend to group together such as 
SMTP and Pop3, both mall protocols, HTI'P and FTP-DATA, 
data transfer types, and Telnet and FTP, which feature user 
interaction. 

6.4  Intrusion Identification 
Once the normal cluster DB was created for each data set, the 
five selected attacks were tested against each cluster DB. 
While Euclidian distance was used in creating the clusters (See 
17), for anomaly detection, we needed a distance metric that 
would map tO a known statistical distribution so significance 
could be calculated. The selected distance measure is the 
Mahalanobis Distance which maps directly to a_2 distribution. 
The formula for the Mahalanobis Distance is: 

D(x,,y,) = ( x ,  - y ~  ) ~ l ( x ,  - y ~ ) '  

where xi. is the new network session vector, yj~ is the cluster 
mean for the k ~ cluster, Z ' i  is the variance-covariance matrix 
for the k ~ cluster, and i ranges from ! to p, the number of  
variables measured. 

Tables 4 and 5 show the Mahalanobis Distances computed 
between the five attacks and the normal clusters along with the 
distances between selected sessions and the normal clusters. 

Main 
Trait 
Low # 
packets 
M©d. # 
packets 
High 
bytes 
High 
Acks~ P 
Highest 
AcI~ P 
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Table  4,. Maha lanob is  Distances for a t tack and n o r m a l  sessions, Wed99 
Tg~e C l u ~ e r  I Clus ter  2 Clus ter  $ Clus ter  4 Clus ter  $ C lus ter  6 Clus ter  7 

Portaweep z 319 2393 3391 I [ 2 7 9 6 1 7 1  611358 
Satan 275 2102 3834 2722 62 618048 

Neptune 
Mailbomb 

84 
8769 

681 
5354 

671 
1617 

30 

43282 I 
41203 [ 
16596 J 1455 
268 I 60 
. | [  

L__ 

9.3* 
267237 

269 

i ~  ~,: 3"~-~ ~.;I/:?.(, = = , ' r 4 t : ~ i  i -x lie [.~L lq g[.1 l ~  ,) [.~-I, 

Ik'lTa,. := I M-T~ 'Jr/,1:~r = ~ ' 4  I ; P ~ ' . i  : ]  [,YLo~J i l i P . I ,  li,41.1~2:P ! 

*means distance is not significant 

In evaluating the distances between the attacks, Portsweep, 
Satan and Neptune, we find that all o f  the distances between 
these attack sessions and the clusters are significantly different. 
Mailbomb, however, matches Clust,=r 6 with a non-significant  
distance o f  9.3. Since individual  Mai lbomb sessions appear 
normal,  it is likely that this attack would match one of  the 
normal clusters. The anomalous nature of  Mallbomb appears at 
a higher level of  aggregat ion when  mult iple  sessions are 
evaluated. A possible solution to Mallbomb and other similar 
attacks will be addressed in the section on Implementat ion 
Issues. In  contrast to the results fi'om the attacks, all of  the 
normal sessions match at least one and sometimes several o f  
the clusters which is indicated by non-signif icant  distances as 
is expected. Roughly  hundreds  o f  normal  sessions were 
selected from non-clnstered sessio'as and tested against both 
M e n 9 9  and Wed99  cluster  dat:zbases. Normal  sessions 
included here represent the extreme values for each normal  
type. Also, the distances reported for a given attack will apply 
to all sessions of  that attack type since most attacks generated 
many identically valued sessions. 

T a b l e  S. M a h a l a n o b i s  D i s t a n c e s  for  a t tack  and n o r m a l  
sessions, Mon99  
~ p e  C h ~ e r l  Cluster2 Cl~tEr3 ClaL~er4 Ciuster$ 
Portsweep 
Satan 

6390 
5522 

5819 
5244 

323 
331 

3284 
3302 

Neptune 1048 4694 120 1795 
MaUbomb 462 22492 2.3* 70.8 
Pop3. 6.7* 5450 2.7* 81 
Auth 83 352 11.3" 446 
Time .96* 1507 12.6" 569 
Ftp 
T©lnet 

127630 
>536855 
>190164 

14945 
>20303 

107.6 
96250 
4 9 7 2 0  >49625 Telnet 

2.0* 
14.3" 

20.6** 

>48075 
>48051 
>26993 
>17110 
>18974 
>61126 
>94284 
>22604 

89.5 
987 

*means distance is not significant 
** means distance is bad ly  signific~mt 

Examining the results of  the second data file, Men99,  with a 
fewer number  of  c l ~  it appeem.z that the results are similar 
to Wed99. The attacks, with the exception of  Maiibomb, all 
display distances that are signif:icantly different from the 
normal clusters while the normal sessions match one or more 
of  the five clusters. One interesting result comes from testing 
an extremely large telnet session, which was outside the range 

of  the data clustered, but was still barely s ignif icant  at a 
distance of  20.6. This can be considered a borderline false 
positive. The problem o f  false posit ives and adjusting the 
sensitivity level of  the method will be addressed in the next 
section. 

7. I M P L E M E N T A T I O N  I S S U E S  
Implementing NATE efficiently for real time operation posses 
some interesting challenges. Currently, the method is based on 
tcpdump files created and saved for offline analysis. However, 
tcpdump is capable of  real-time operation and based on other 
systems favorable reports[12] of  tcpdurnp's  capacity to handle 
large traffic volumes, we plan to continue using it to monitor 
the network traffic stream. The N A T E  tool will  need two 
distinct phases o f  operation. Phase 1 will consist  o f  data 
collection and database creation, while Phase 2 will be real- 
t ime opera t ion and anomaly  detection.  Dur ing  the data 
collection phase, the system will need to be closely monitcred 
for possible aRacks since this phase is supposed to capture only 
normal data. I f  attacks exist in the normal data used to create 
the clusters, then future occurrences of  these attacks will be 
labeled normal.  This  is a common concern with anomaly 
based I D S ' s  [1]. Also,  the data  col lect ion method must  
determine automatically when  enough normal data has been 
gathered. A real-time method similar to the one described in 
this paper could be developed where the number  o f  major  
groups is first identified and then sampled using individual 
group random sampling. Perhaps the greatest implementation 
chal lenge wil l  be to create a cluster algori thm that will  
automatical ly  create clusters that  encapsulate  the normal  
behavior of  the network without human  assistance. It is not 
expected that network system administrators will be able to 
assist in the creation of  the normal  network database. Statistics 
that assist in  deciding optimal cluster solutions such as the 
Pseudo T 2 statistic [17] can be built  into the cluster routine. 

All  anomalies  will  be saved in a log file for analysis and 
inspection. Ideally, there should be a way to incorporate 
normal misidentified behavior into the cluster database without 
having to rebuild the database. Normal sessions that need to be 
added to the database would  need to be identified by the 
system administrator and then incorporated into the DB. Each 
normal session would be added to the cluster according to the 
smallest  distance or a new cluster could be created i f  the 

2 Nmap matched Portswcep's result5 exactly 
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session represents new behavior. The database can thus change 
in response to new behavior not captured in the original 
creation of  the database. 

False positives could be a potential problem with real-time 
operation. Adjusting the significance level o f  the distance 
measure would change the detection rate by allowing larger 
distances. The significance level could be left as a tunable 
parameter that could be set in response to the number of  false 
positives. 

Finally, in solving the problem of  individual attack sessions 
that appear to be normal, the strictly anomalous detection 
method could be supplemented by some general rules. For 
example, individual sessions that appear normal but together 
flood a service could be detected by keeping r a c k  of  the total 
number o f  bytes sent during a given time period, or for 
Mallbomb and other script generated attacks, a rule for 
detection might be to screen for sessions that over a short time 
period all have the exact same counts of  packets and bytes. In 
looking at a tcpdump of  Mallbomb, a variable number of  
packets appear to be sent until the stream is aggregated into 
sessions. Then, a long sUeam of  identical sessions appears that 
individually look normal but taken all together try to flood the 
smtp service. 

8. CONCLUSION AND FUTURE W O R K  
In this paper, we presented NATE, an ID tool that characterizes 
a lightweight approach to ID. Empirical evaluation with an 
established data set was highly successful in identifying 
inlrnsions while creating few false positives among the normal 
sessions evaluated. Our approach represents a departure from 
the status quo o f  large, complex network IDS's  that provide 
comprehensive solutions to ID. It should be emphasized that 
NATE is primarily a traffic screening method that was not 
designed for catching all intrusiuns. Attacks that an: embedded 
in packet payloads will not be detected by this technique. The 
trade-off is in terms of  speed and efficiency. Screening packets 
for content is time consuming and isnt  feasible for high-spued 
networks. However, packet contents can be examined by a host 
based tool that looks for intrusions at the host level. 
Consequently, NATE would be more effective working with 
other ID or security tools to provide comprehensive coverage 
for a network. This is consistent with the current trend of  a 
layered approach to security with the deployment of  multiple 
tools with complimentary functionality. 

Future work includes implementing and testing a similar 
approach for the UDF and ICMP protocols. Since UDP Izaffic 
does not keep state information, experimentation with counts 
of  specific UDP packet fields must be done to identify the 
information that distinguishes normal from anomalous Iraffic. 

Since these results were generated with simulated data, we will 
need to conf i rm our detec t ion  rate with real data. 
Consequently, future tasks will include capturing live network 
data, and repeating the process o f  cluster database building and 
analysis with generated attacks. 

Another research area, will be to identify a different distance 
melric other than Mahalanobis distance. This measure requires 
computation of  the variance-covariance matrix for each cluster 

which could be time consuming i f  the database needs frequent 
updates. Forming an empirical distribution based on Euclidian 
distances of  each point with its cluster mean might prove better 
for real-time operation. Then distances between cluster means 
and new sessions could be compared to a cut-off value o f  the 
empirical distribution. 

Finally, we need to address response to the detection of  an 
anomaly. Logging o f  anomalous sessions will  be done 
regardless o f  response. Response will depend upon the 
deployment environment and the security policy. At one end of  
the spectrum; response would be "do nothing" as is practiced at 
many academic institutions. At  the other extreme, response 
could be to filter all offending packets. Newer reuters have 
programmable capabil i ty and packets can be screened for 
either by port or by IP address. The key would be to be able to 
automatical ly  adapt  the screening rules with changing 
conditions. Before implementing response capability, we 
would need to investigate the effectiveness of  adaptable packet 
filtering at the router or in a firewall. 
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