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ABSTRACT 
We believe tha t  a network, to be survivable, must  be het- 
erogeneous. Just  like a species tha t  draws on a small gene 
pool can succumb to a single environmental  threat ,  so a ho- 
mogeneous network is vulnerable to a malicious attack that  
exploits a single weakness com-- ,m to all of its components.  
In contrast,  in a network in which each critical functionali ty 
is provided by a diverse set of protocols and implementa-  
tions, attacks tha t  focus on a weakness of one such protocol 
or implementa t ion will not be able to bring down the entire 
network, even though all elements are not  be bulletproof 
and even if some of components  are compromised. 

Following this survivability through heterogeneity philosophy, 
we propose a new survivabil i ty paradigm, called heteroge- 
neous networking, for improving a network's defense capabil- 
ities. Rather than  following the current  t rend of converging 
towards single solutions to provide the desired functionality 
at every element of the network architecture, this method- 
ology calls for systematically increasing the network's het- 
erogeneity without  sacrificing its interoperabflity. 

Categories and Subject Descriptors 
K.6.5 [ C o m p u t i n g  Mi l i eux ] :  Management  of Comput-  
ing and Informat ion Systems---Secur/ tf /and Protection; C.2 
[ C o m p u t e r  S y s t e m  O r g a n i z a t i o n ] :  Computer -Commu- 
nication Networks---General, Network Architecture and De- 
sign, lnternehuorking 
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1. IIVI'RODUCTION 
The current  t rend in networking is towards convergence on 
a single protocol, software, or technology at each layer of 
the net-work's architecture. While this t rend  towards ho- 
mogeneity results in improved interoperabil i ty and reduced 
costs, it may pose serious vulnerabi l i ty  to the network as 
& whole. To draw an analogy f~om the biological sciences, 
jus t  like a species tha t  draws on a small gene pool can suc- 
cumb to a single environmenta l  threat ,  so a homogeneous 
network is vulnerable to a malicious attack tha t  exploits a 
single weakness common to all of its components.  

For example, it hem been pointed out and again tha t  the 
continued growth of Microsoft products  across a large audi- 
ence has created an environment  where one exploit within 
a Microsoft product  may impact  a large number  of users 
worldwide. On the other hand,  the reason why the Internet  
survives the recent severed rounds of e-mail attacks (e.g., 
the love bug) is exactly because of the heterogeneity that  
we are still having in today's In terne t  - while the love bug 
exploits the vulnerabi l i ty  in Outlook, it has no effects on 
Eudora or Unix e-mail clients. Therefore, it may be intu-  
itive tha t  if more diverse technologies are being deployed in 
a network and if deployed strategically, the network may be 
more resilient to orchestrated attacks. 

Furthermore,  bui lding a network with homogeneous elements 
run the risk of invalidating some of the assumptions at the 
very core of using fauit-toleremt systems to ensure contin- 
uous operations of a network even in the presence of at- 
tacks. For instance, techniques developed to tolerate arbi- 
t rery (Byzantine) failures have been proposed as a way to 
make a system survivable to security attacks. The basic idea 
behind these techniques is to replicate critical components  
so that ,  if the number  of arbi trari ly faulty replicas does not 
exceed a given threshold 6, the system will continue to oper- 
ate correctly. Clearly, critical to the correctness of all these 
approaches is the de terminat ion  of an appropriate value for 
t. The chosen value should be such tha t  the probabili ty tha t  
at any point in t ime the number  of concurrent  failures ex- 
ceeds t is negligible. In  classical fault-tolerance literature, 
this probabil i ty is computed assuming tha t  failures are in- 
dependent:  in other words, the  failure of a replica does not 
affect the probabil i ty tha t  another replica will also fail. If 
such fault-tolerance techniques are used to tolerate security 
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at tacks  in  a ne twork  wi th  homogez.eous e lements ,  t he  as- 
s u m p t i o n  of fai lure i n d e p e n d e n c e  L~; ill founded.  I n  o ther  
words, for secur i ty  a t tacks  i t  is no t  r easonab le  to  assume 
t h a t  ident ica l  repl icas will fail i n d e p e n d e n t l y :  r a the r ,  once a 
successful a t t ack  is pe r fo rmed  aga ins t  one replica,  t he  same 
a t t ack  can  be  pe r fo rmed  successfully on  all iden t ica l  replicas.  
To res tore  the  a s s u m p t i o n  of fai lure i ndependence ,  we need  
to i n t roduce  sufficient he te rogene i ty  back  to the  network.  

In  this  paper ,  we propose  a new  p a r a d i g m  tha t  achieves 
ne twork  su rv ivab i l i ty  t h r o u g h  the  us,~- of he te rogeneous  tech-  
nologies. We  propose  a ne twork  a rch i t ec tu re  in  which each 
cri t ical  func t iona l  capab i l i ty  is p rov ided  by  a diverse set of 
i n s t a n t i a t i o n s  or i m p l e m e n t a t i o n s ,  so t ha t  a t t acks  t h a t  focus 
on  a weakness  of any  one such protocol  or i m p l e m e n t a t i o n  is 
less l ikely to  p reven t  t he  ne twork  f rom prov id ing  acceptab le  
service. 

2. H E T E R O G E N E O U S  N E T W O R K I N G  
T h e  survieabilitll of a ne twork  is def ined as the  ne twork ' s  
ab i l i ty  to fulfill i ts  miss ion  in  the  presence of secur i ty  at-  
tacks.  O u r  v is ion  of 8ureivabilitF through heterogeneity is 
based  on  t he  obse rva t ion  t h a t  different ins tances  of ne twork  
e lements  t h a t  expor t  the  same  func~.ional capab i l i ty  axe, in 
general ,  vu lne rab l e  to  different  secur i ty  a t tacks .  Hence,  a 
ne twork  a rch i t ec tu re  t h a t  s u p p o r t s  ;s col lect ion of heteroge-  
neous  ne twork  e lements  is l ikely to resul t  in  higher  surv iv-  
abi l i ty  t h a n  a homogeneous  ne twork  archi tec ture .  Consider ,  
for ins tance ,  the  following examples .  

1. 

2. 

3. 

A rou te r  is an  i m p o r t a n t  ele:ment of ne twork  archi- 
t ec tu re .  A ne twork  wi th  horaogeneous  tou t e r s  ( a n d  
hence  homogeneous  rou t e r  o p e r a t i n g  sys tems)  is more  
suscept ib le  to  secur i ty  a t tacks  ' than a ne twork  archi tec-  
t u r e  t h a t  employs  a he te rogeneous  collect ion of rou te r s  
wi th  mul t ip le ,  r e d u n d a n t  path..s t h r o u g h  he te rogeneous  
rou te r s  be tween  every so t t rce-des t ina t ion  pair .  

E n d - t o - e n d  ne twork  services rely on t r a n s p o r t  proto-  
cols for rel iable,  t i m e l y  delivexy of d a t a  packets;  the  
su rv ivab i l i ty  of such ne twork  services depends  cri t i-  
cally on  t he  abi l i ty  of t r a n s p o r t  protocols  to  survive  
a t tacks .  Hence,  a web service t h a t  c an  ut i l ize U D P  
or S R D P  (Simple  Rel iab le  D a t a ~ r a m  Protocol)  in  ad-  
d i t i on  to  T C P  for d a t a  trAnAport can  suzvive a T C P  
SYN-f lood a t t ack  (which is thP. cause of several  denia l -  
of-service a t t acks  on  web servers today) .  

T h e  cu r r en t  W W W  c l i en t / s e rve r  mode l  is of ten the  
t a rge t  of d i s t r i b u t e d  denia l  of service (DDoS)  a t tacks ,  
in  which an  adversary,  by  con t ro l l ing  a large n u m b e r  
of u n s u s p e c t i n g  clients,  issuee, an  overwhe lming  n u m -  
be r  of bogus  to  d e n y  l eg i t ima te  cl ients  a chance  to  be  
served. Th i s  a t t ack  is especial ly effective in  a ne twork  
wi th  s y m m e t r i c  b a n d w i d t h ,  s'~ch as the  I n t e r n e t  core. 
Since t he  W W W  service mode l  is o f ten  a s y m m e t r i c  in  
b a n d w i d t h  r e q u i r e m e n t s  (wi th  m o r e  d a t a  flowing f rom 
servers to cl ients  them in  the  o the r  d i rec t ion) ,  s y m m e t -  
ric b r o a d b a n d  connec t i v i t y  n l a y  have a n  u n i n t e n d e d  
nega t ive  effect: by  increeming the idle b a n d w i d t h  from 
the  cl ients  to  the  servers,  it  makes  DDoS  a t tacks  more  
effective. 

A n  a s y m m e t r i c  ne twork  i n f r a s t r u c t u r e  m a y  help re- 
s t r a in  DDoS at tacks .  For  ins tance ,  t he  b a n d w i d t h  
from servers to  c l ient  in  t he  n e x t  genera t ion  satel l i te  
ne tworks  is expec ted  to  he a r o u n d  100Mbps,  b u t  the  
b a n d w i d t h  f rom cl ients  to  servers is expec ted  to  be  typ-  
icedly l imi t ed  to 128Kbps  or 512Kbps ,  m a k i n g  DDoS 
a t tacks  m u c h  less effective. I n  fact,  satel l i te  ne tworks  
can  comple te ly  e l i m i na t e  th is  t y p e  of DDoS a t tacks  by  
s u p p o r t i n g  W W W  service t h r o u g h  a b roadcas t -based  
i n f o r ma t i on  d i s s e m i n a t i o n  mode l  [12] t h a t  is no t  d r iven  
by  explici t  cl ient  reques ts .  

A n  he te rogeneous  ne twork ing  p a r a d i g m  could  be  used 
to  bu i l d  a su rv ivab le  ne twork  app l i ca t ion  on  two com- 
p le te ly  different sets  of service mode ls  a n d  over two 
different ne twork  i n f r a s t r uc t u r e s  (see F igure  1). W h e n  
one service is degraded  s igni f icant ly  because  of a t tacks  
on one  or m o r e  e l emen t s  involved,  t he  app l ica t ion  can  
quickly mi g r a t e  to t he  second  service. 

A p p l i c a t i o n  

Service 1 Service 2 

Cl ien t /Se rve r  Broadcas t /F i l t e r  

W W W  Inform_ation d i s semina t ion  

In t e rne t  Sate l l i te  ne twork  

(Replication) 

F i g u r e  1: R e p l i c a t i o n s  o v e r  h e t e r o g e n e o u s  s e r v i c e  
m o d e l s .  

As these  examples  i l lus t ra te ,  t he  su rv ivab i l i ty  of a heteroge-  
neous  ne twork ing  f ramework  de pe nds  cr i t ical ly  on  the  dif- 
ferences in  the v u l n e r a b i l i t y  to  secur i ty  a t tacks  of different 
i n s t a n t i a t i o n  of ne twork  e l emen t s  at  each level of func t iona l  
capabi l i ty .  T h e  grea ter  t he  d ivers i ty  i n  the  vu lne rab i l i t y  of 
ne twork  e lements  to  a t tacks ,  t he  higher  the  su rv ivab i l i ty  of 
the  he te rogeneous  ne twork ing  f ramework .  

2.1 Diversity Space 
Concep tua l ly ,  we can  represen t  t he  func t iona l  capabi l i t ies  
of ne twork  a rch i t ec tu re  a n d  t he  he te rogene i ty  of ne twork  
e lements  us ing  diversitF Jpace diagram. This  d i ag ram orga- 
uizes func t iona l  capabi l i t ies  of a ne twork  (e.g., ne twork  a n d  
t r a n s p o r t  protocols ,  r o u t i n g  protocols ,  rou te r  ope ra t i ng  sys- 
t ems ,  etc.) in to  a m u l t i - d i m e n s i o n a l  space. Each  ne twork  
e l emen t  t h a t  i n s t a n t i a t e s  a f u n c t i o n a l  capab i l i ty  is repre-  
sen ted  as a po in t  a long t he  d imens ion .  F igure  2 i l lus t ra tes  
an  example  of such d ivers i ty  space.  Here,  UDP,  R T P  a n d  
T C P  are t he  th ree  ne twork  e lements  edong the  d imens ion  of 
t remspor t  protocols ,  while  satel l i te ,  wireless, a n d  f iber-opt ic  
ne tworks  are examples  of e l emen t s  for t he  c o m m u n i c a t i o n  
m e d i u m  (or physical  ne twork  connec t iv i t y ) .  
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Figure  2: T h e  d ivers i ty  space  for h e t e r o g e n e o u s  net-  
work/n  g. 

The distance between two network elements along any di- 
mension reflects the diversity in their  vulnerabi l i ty  to at- 
tacks; the larger the distance between two network elements 
along a dimension, the smaller is the overlap in their vulnera- 
bility to attacks. For example, the  distance between "Linux" 
and "Windows" in the operat ing system dimension is rela- 
tively large because these two systems are independent ly  de- 
signed and implemented,  while the distance between "IPv4 ~ 
and "IPv6" is relatively small because the latter is derived 
from the former. 

2.2 Vulnerability Model and Survivability Mea- 
sure 

Given such a diversity space diagram, the key question one 
has to address in designing a survivable network is: for each 
of the dimensions, which and how many  network elements 
should a survivable network framework support?  

This question can be addressed by developing a vulnem- 
bilit~l model for each network element,  and by introducing 
the novel concept of "survivability measure" - a metric for 
captur ing the diversity in the vulnerabi l i ty  to attacks of dif- 
farent network elements. In particular,  we can identify, for 
each network element s, the set of attacks A, tha t  the net-  
work element is vulnerable to. Let A denote the cumulat ive 
set of such attacks: A = U ,  Ao. Then,  a survivable net-  
work framework should include, at a min imum,  the set S of 
network elements at each level of functional  capability such 
tha t  at l e ~ t  one network element in ~q is not  vulnerable to 
each of the attacks in A. 

Formally, let a --~ s~ denote tha t  a network element s is 
vulnerable to attack a. The cumulat ive known attacks set 
A can be defined as ~a]3s E S : a -+ s ~ .  Then,  we can say 
tha t  S is survivable to A, if ~Va E A : 3s E S : --(a -+ s~)" 
is true. Tha t  is, the set S may include network elements 
such that  several network elements are vulnerable to each of 
the attacks in A, bu t  for each attack there is always network 
elements tha t  survive it. 

We cam then develop a quantifiable survivability measure for 

set 8; this measure will capture  the extent  of redundancy  re- 
quired in B so as to reduce the likelihood tha t  every element 
in S is lrulnerable to an unknown future  attack. Intuitively, 
the higher the survivabil i ty measuxe is, the more "diverse" 
the set is. The more I'diverse" a network becomes, the more 
t ime/resources an adversary mus t  invest to identify vulner- 
abilities of all elements and  to plan orchestrated attacks on 
each of them. 

Our methodology for construct ing the survivable set S is 
guided by the following conjecture: survivability of the net- 
work elements in set S to the set of known attacks A is a 
reasonable indicator of the degree to which set S ~dll survive 
unknomn attacks. 

There may be mm~y ways to define a quantifiable survivabil- 
ity measure for a given set of network elements tha t  export 
the same functional  capability. One measure is the cumula- 
tive diversity distance between all pairs of elements in the 
set. Another  measure can be the number  of distinct attacks 
tha t  the set can tolerate. 

Once we identify the set of network elements ~q for each 
level of functional capability, we can design and implement  
the relevant network elements to create our heterogeneous 
networking framework. The key challenge is to create a sys- 
tematic  p lan  for ins tan t ia t ing  network elements with rea- 
sonable cost and with manageable  complexity. A successful 
ius tant ia t ion of these network elements will yield a network 
tha t  will be highly resilient to a v ~ t  variety of known an 
unknown security attacks. 

3. HETEROGENEOUS NETWORK 
COMPOSITION 

End- to-end services involve layered implementa t ion of func- 
t ional capabilities; this can be realized through composi- 
t ion of network elements. In  our heterogeneous networking 
framework, each functional  capabil i ty is lns tan t ia ted  using 
a set S of heterogeneous net-work elements. Hence, in prin- 
ciple, composing together different selections of network ele- 
ments  from each functional  capabil i ty layer can yield differ- 
ent versions of an end- to-end network service. For example, 
Figure 3 depicts a composit ion of several network elements 
to create W W W  and broadcast  services. It  is easy to see 
tha t  the broadcast  service can also be ins tant ia ted  by us- 
ing RLM (reliable layered mult icast)  instead of UDP as its 
t ranspor t  protocol. In  such a framework, the network can 
support  half  of the services using P~LM and the other half 
using UDP, or it can utilize one of the two instant iat ions 
dar ing normal  operat ion and  switch to the other instant ia-  
t ion on detecting an attack. 

Realizing this in practice imposes several challenges. This 
is because not  all network elements within a network layer 
may be functionally equivalent from the perspective of an 
application, even though they play the same role (functional 
capability) in the network. For instance, bo th  TCP  and 
UDP are t ranspor t  protocols; however, T C P  provides to an 
application a reliable t ranspor t  with mechanisms for conges- 
t ion control, while U D P  does neither.  Hence, even though 
TC P  and UDP belong to the  same network layer, it is, in 
general, impossible to switch among them in a way that  is 
t ransparent  to the application. 
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systems 

F i g u r e  3:  I n t e r c h a n g e a b l e  e l e ] m e n t s  a t  e a c h  l a y e r .  

Th i s  issue can  be  addressed  by  t he  following four mecha-  
n isms:  

• Patching lost f~nctionality. :~his approach  would  be  
to  i m p l e m e n t  any  f u n c t i o n a l i t y  t h a t  m a y  be lost  whi le  
swi tch ing  f rom one  ne twork  e l emen t  to  ano the r  at  a 
h igher  level in  t he  ne twork  ]protocol s tack.  For in-  
s tance ,  on  swi tch ing  f rom T C P  to  U D P  at  the  t r a n s -  
po r t  p ro toco l  level, t h e  f u n c t i o n a l i t y  of rel iable  t r a n s -  
miss ion  a n d  conges t ion  cont ro l  c an  be  i m p l e m e n t e d  
a t  t he  session or h igher  layer.  Th i s  approach  has  the  
a d v a n t a g e  of s u p p o r t i n g  app l i c a t i on  t r a n s p a r e n c y ,  b u t  
has  the  m a j o r  d i s advan t age  t h a t  t h e  r e su l t i ng  imple-  
m e n t a t i o n  m a y  be  v u l n c r a b l e  'bo the  s ame  a t t a c k  of the  
ne twork  e l emen t  t h a t  i t  is t r y i n g  to s u b s t i t u t e  for. 

• Tolerable operagion region. T h e  approach  is to  re- 
n o u n c e  t r a n s p a r e n c y ,  at  least  :partially, a n d  requi re  the  
app l i ca t ion  to  specify an  accep tab le  region  of ope ra t i on  
in  the  he te rogeneous  d ivers i ty  space.  If  a n  a t t ack  mer -  
its ne twork  service r econf igu ra t ion  t h a t  is ou ts ide  the  
appl ica t ion-spec i f ied  to lerance ,  t h e n  the  app l i ca t ion  is 
not i f ied  t h r o u g h  a n  upca l l  in~:erface. T h e  app l i ca t ion  
can  provide  specific hand l e r s  to a d a p t  app rop r i a t e ly  in  
response  to  these upcalls_ 

If, on the  o the r  h a n d ,  t he  ne twork  opera tes  w i t h i n  
appl ica t ion-spec i f ied  tolerance,  t h e n  any  reconf igura-  
t i o n  of ne twork  service throu:~h r ecompos i t i on  of ne t -  
work e l emen t s  is t r a n s p a r e n t  to  the  app l ica t ion .  To 
enab le  such t r a n s p a r e n t  recoDa°xguration, each ne twork  
e l emen t  m u s t  expo r t  a wel l -def ined interface.  Fu r the r ,  
t he  he te rogeneous  n e t w o r k i n g  f ramework  shou ld  ex -  
p o r t  a set of m e c h a n i s m s  to  t r ;ms la te  a n d  tranmfcr s t a t e  
a m o n g  ne twork  e l emen t s  p rov id ing  the  s ame  func t i ona l  
capabi l i ty .  

• Overlay net~orka. Using  t he  above  two approaches ,  
t he  he te rogeneous  ne twork ing  f r amework  can  now sup-  
p o r t  logical overlay ne tworks  w i th  mu l t i p l e  phys ica l  re- 
edizatious. O p e r a t i n g  such  ov~.~rlay ne tworks  edso presen t  
several  des ign  choices. I n  the  s imples t  case, t h e  f rame-  
work can  use one  of the  phys ica l  rea l iza t ions  as a de- 
faul t ,  a n d  swi tch  to  o ther  reedizat ions on ly  on  de tec t -  
ing an  a t t ack .  I n  s o m e w h a t  more  complex  se t t ings ,  

t he  f r amework  m a y  s i m u l t a n e o u s l y  s u p p o r t  mul t ip le  
phys ica l  rea l i za t ions  of the  logical overlay network;  
each phys ica l  rea l iza t ion  ca r ry ing  a f rac t ion  of the  to ta l  
overlay ne twork  t r a ~ c .  " l~s~c  can  be  d i s t r i b u t e d  at 
var ious  levels of g ranu la r i t y :  f rom the  packet  level to 
flows to  aggregates  of flows. The se  design choices will 
have  imp l i ca t i ons  on  t he  ne twork ' s  ab i l i ty  to  s u p p o r t  
qua l i ty  of service (QoS) guaran tees .  Th i s  is because ,  
to  provide  e n d - t o - e n d  service guaran tees ,  a ne twork  
m a y  need  to  reserve resources  a long a pa th ,  as well 
as in i t ia l ize  a n d  m a i n t a i n  s t a t e  i n f o r m a t i o n  a t  each 
ne t w or k  e lement .  C onse que n t l y ,  swi tch ing  a m o n g  dif- 
fe rent  physica l  r ea l i za t ions  on  a pe r -packe t  basis  m a y  
v io la te  app l i ca t ion ' s  QoS r e qu i r e me n t s .  

Multiplezing. I t  is qu i t e  of ten  t h a t  one  e l emen t  in  one 
layer needs  to  i n t e r a c t  w i t h  he te rogeneous  e lements  of 
a n o t h e r  layer.  For  example ,  a W W W  server m a y  n e e d  
to  serve cl ients  u s i ng  T C P  or u s i ng  K L M  at the  same 
t ime.  Th i s  requi res  m u l t i p l e x i n g  t echn iques  to d iv ide  
one service in to  m u l t i p l e  forms to  be  served by  hetero-  
geneous  a l t e rna t ives .  As a n o t h e r  example ,  a miss ion  
cr i t ical  ne twork  can  be  over la id  on  several  heteroge-  
neous  ne tworks  t h a t  p rov ide  s imi la r  connec t iv i ty .  T h e  
overlay m e c h a n i s m  will e n s u r e  t h a t  i t  can  d y v a m i c a l l y  
change  its aiFdiation w i t h  u n d e r l y i n g  a l t e rna t ives  w h e n  
one is u n d e r  a t tacks .  

4. N E T W O R K R E C O N S T I T I Y F I O N T H R O U (  
H E T E R O G E N E O U S  REPLICATION 

Rep l i ca t i on  has  b e e n  used  in  d i s t r i b u t e d  sys t ems  as a faul t -  
to l e rance  measure .  W h e n  a s y s t e m  c o m p o n e n t  fails, a repli-  
ca t ed  c o m p o n e n t  takes over t he  f u n c t i o n a l i t y  of the  failed 
c o m p o n e n t  so t h a t  t he  s y s t e m  as a whole  can  accompl i sh  
i ts  miss ion .  As we have  p o i n t e d  ou t  earlier,  t r a d i t i o n a l  
r ep l i ca t ion  measuxes  Lu a c o m p u t e r  ne twork ,  such as b a c k u p  
rou tes  or b a c k u p  serversj  can  improve  t he  ne twork ' s  res i l ient  
aga ins t  u n i n t e n t i o n a l  fai lures,  b u t  will n o t  improve  i ts  sur-  
v ivab i l i ty  aga ins t  o r ches t r a t ed  a t tacks .  

Oux he te rogeneous  n e t w o r k i n g  m e t h o d o l o g y  s u p p o r t s  a new 
t y p e  of r ep l i ca t ion  - r ep l i ca t ion  of cr i t ical  ne twork  e lements  
- such  as c o n n e c t i v i t y  i n f r a s t r u c t u r e ,  resources,  and  services 
- over he te rogeneous  c o m p o n e n t s .  W h e n  a successful  at-  
t a ck  d imin i shes  the  f u n c t i o n a l i t y  of a ne twork  e lement ,  a 
he te rogeneous  rep l ica  of t he  e l e me n t  m a y  sti l l  f unc t i on  as 
usua l .  Hence ,  a ne t w or k  c a n  swi tch  to  a different,  func t ion -  
al ly equ iva len t  ne t w or k  e l e me n t  a n d  c o n t i n u e  to  provide  the  
s ame  e n d - t o - e n d  service to app l ica t ions .  We  refer to  this  
app roach  to  su rv ivab i l i t y  as network reconsti~ution through 
heterogeneous replication. 

Thi s  ne twork  r e c o n s t i t u t i o n  app roach  consis ts  of t he  follow- 
ing two basic  s teps:  

• Heterogeneous repJication. T h i s  in t o  rep l ica te  the  cri t-  
iced ne twork  funct ioned  capabi l i t ies ,  no t  by  dup l i ca t -  
ing  t he  c o m p o n e n t s  t h a t  expo r t  these  capabi l i t ies ,  b u t  
by  in s t amt i a t i ng  t h e m  in to  m a n y  different  ne twork  ele- 
men t s .  Th i s  can  be  done  b y  phys ica l ly  dup l i c a t i ng  the  
ne twork  c o m p o n e n t s ,  a n d  h a v i n g  different  ne twork  el- 
e m e n t s  a c t i v a t e d  a t  each c o m p o n e n t s ,  or by  hav ing  
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more than  one network elements co-exist at the same 
physical component .  To develop the mechanisms for 
heterogeneous replication, we will build upon the tools 
for (off-line) switching and migrat ing network elements 
as described in previous sections 

Dynamic re.configuration. This is to reconfigure, on 
the fly, the composition of network elements. When  
an attack seriously damages a functioned capability 
provided by a network element, the system can dy- 
namicedly switch to a replicate of the same functional 
capability. 

Furthermore,  dynamic reconfiguration can be used as a pre- 
emptive measure. By frequently changing the active set of 
elements, the network may have taken away the ability for 
an adversary to identify weal~,~esses and t ime needed to plan 
for an orchestrated attack. 

Our network reconsti tut ion techniques are also buil t  upon  
the following: 

• A set of policies tha t  define what  critical elements in 
a network we should replicate, what  type of heteroge- 
neous components  we should replicate onto, and how 
to coordinate between replicas during normal opera- 
tions and during attacks. 

• Mechanisms that  mediate between intrusion detection 
algorithms and our heterogeneous networking platform, 
so tha t  any attack detected by the intrusion detection 
module can trigger dynamic reconfiguration actions. 

One impor tant  issue we need to address is to identify as to 
what  we should replicate and what  type of heterogeneous 
replications do we need. We will address this issue through 
the threat  model and the additional intrusion detection com- 
ponent  in the next  section. 

$. THE ROLE OF INTRUSION D E T E C T I O N  
We will introduce an intrusion detection component  in our 
new survivable network paradigm as an optimization mea- 
sure. The role of intrusion detection here is to recognize 
the threats  to network services and to provide information 
about the attacks so that  appropriate recovery actions can 
be carried out. Threat  models of network, which specify the 
essential services and their degrees of tolerable performance 
degradation or damage, are used by the intrusion detection 
system (IDS) to determine what  to monitor  and what  con- 
sti tutes threats. Reports of detected threats by the IDS 
describing the compromised services and  attack techniques 
are then used to determine which heterogeneous replications 
should be activated. 

In a survivable network where the mission must  be fulfilled 
in a timely manner  in the presence of attacks, a threat  is an 
attack scenario tha t  ~ m s  to compromise or damage the es- 
sential components/Jervicej. Attacks targeted at nonessen- 
tial services need not  be considered as threats and thus do 
not  warrant  network recovery actions, especially when there 
is l imited response t ime and resources, which is normally 
the case when the network is under  orchestrated attacks. 

A threat model formally specifies, for a specific mission (i.e., 
normal usage scenario), which network component/service 
is critical and  which isn ' t ,  s ad  for each of these compo- 
nents/services their acceptable quali ty requirement (or its 
degree of tolerable performance degradation or damage). 
The threat  models link the policies/requirements with sur- 
vivability mechanisms because they enable the recognition of 
on-going threats  to the network and its mission, and hence 
facilitate the decision-making on when and how the hetero- 
geneous replicas can be used to recover and reconsti tute the 
mission. As an example, the threat  model for a W W W  
server may include 1) essential service: to provide informa- 
t ion of upon request, and  2) m i n i mum quality requirement: 
to service at least z number  of concurrent  requests with at 
most y seconds of delay. This model dictates tha t  ff the ser- 
vice is not up to the performance requirement,  it is a threat  
and recovery action must  be taken to recover the service. 

Because there can be potent ial ly a large number  of threats, 
we can introduce the not ion of threat  taxonomy where sim- 
flax threats  can be grouped together. The taxonomy can 
reduce the system complexities because it not  only provides 
a common terminology for referring to the threats  but  also 
allows the same recognition and recovery techniques be ap- 
plied to the same category of threats.  For example, we can 
use the following three dimensions to categorize threats: 
the effect (or goal), e.g., denied-of-service; the target, i.e., 
which essential service is targeted; and  the technique, i.e., 
how is the threat  carried out. For example, denial-of-service 
(DOS) can be accomplished by two techniques: "crashing" 
the server or 'tresource consumption".  Two threats are in 
the same category if they have the same values in all three 
dimensions. 

In  our architecture, the intrusion detection component  can 
list the detected on-going threats  and the predicted upcom- 
ing threats,  based on attack scenario analysis. Using in- 
formation of the threats,  i.e., the effects, targets, and tech- 
niques, appropriate recovery actions can be carried out. In 
particular, the technique dimension determines what  type 
of heterogeneous replication should be used, i.e., how to use 
the heterogeneous replications, for the damaged service(s). 
For example, if a DoS attack is accomplished via exploit- 
ing a bug in Windows and  causing the server to crash, then 
a Linux implementa t ion can be activated. If the DoS at- 
tack is accomplished via exploiting TCP  handshake (e.g., it 
is a SYN-flood attack), then  other implementat ions using 
other t ranspor t  layer protocol can be activated. To general- 
ize the solution, the threat  techniques should be mapped to 
dimensions of Diversity Space (see Section 2.1) and a hetero- 
geneous replication should be selected automatically so that  
it has the longest distance from the one that  was subject to 
the identified threat.  

6. DISCUSSIONS 
6.1 Related Work 
The notion of survivabili ty through heterogeneity has been 
suggested before. For example, in a report published in 
1999, CERT proposed to use r edundan t  modules with identi- 
cal interface but  different implementat ions  to recover essen- 
tied services after an attack [5]. Several DARPA Information 
Survivability projects, e.g., the I mmun i x  project by OGI [3], 
also listed heterogeneity (different implementat ion from the 
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s a m e  spec i f i ca t ion )  as one  of  t he  m a i n  ob jec t ives .  I n  t h e i r  
1997 H o t O S  p a p e r  [6], F o r r e s t  e t  al a r g u e d  for i nc reas ing  
soft ,~are d ive r s i t y  as a s e c u r i t y  m e a s u r e  a n d  s u g g e s t e d  d iver -  
s i ty  t e chn iques  such  as a d d i n g  nonf~mct iona l  codes ,  r e o r d e r -  
ing  codes ,  c h a n g i n g  m e m o r y  l ayou t ,  e tc .  H e t e r o g e n e i t y  has  
also been  e x p l o i t e d  t o  achieve  t o l e r a n c e  f rom sof twaze fau l t s  
t h r o u g h  N-Vers ion  P r o g r a m m i n g  [1, 2]. N-Vers ion  P r o g r a m -  
ruing can  be  f u r t h e r  e x t e n d e d  to e l i m i n a t e  t h e  effects of  cer-  
t a i n  c o m p u t e r  v i ruses  in  p r o g r a m  h a n d l i n g  too ls  [7]. W e  
be l ieve  t h a t  ou r  p a p e r  is t h e  f irst  t o  exp lo r e  t h e  "surv iv-  
a b i l i t y  t h r o u g h  h e t e r o g e n e i t y "  p r inc ip l e  in  t h e  n e t w o r k i n g  
& r e n a .  

I t  is h e r d  to  q u a n t i f y  t h e  bene f i t s  of  h e t e r o g e n e i t y  v is -a-  
vis  su rv ivab i l i t y .  M o s t  r e sea rch  on  t h e s e  p r o b l e m s  has  b e e n  
p e r f o r m e d  in t h e  c o n t e x t  of  so f tware  f a u l t - t o l e r a n c e .  Eck-  
h a r d t  a n d  Lee [4] d e v e l o p e d  a p r o b a b i l i t y  m o d e l  to  c a p t u r e  
t h e  m e a n i n g  of  i n d e p e n d e n c e  in  N - v e r s i o n  so f tware  deve lop -  
m e n t  a n d  to e x p l a i n  t h e  fa i lu re  co~, .elat ion a m o n g  vers ions .  
M i t r a  et  al [11] also p r o p o s e d  a Des ign  D i v e r s i t y  Me t r i c  
a n d  u s e d  i t  in  c a l c u l a t i n g  a n d  quaaa t i t a t ive ly  a n a l y z i n g  the  
overa l l  s y s t e m  re l i ab i l i t y .  I n  t h e i r  work ,  t h e  n o t i o n  of  di-  
ve r s i t y  (d~d) b e t w e e n  two  i m p l e m e n t a t i o n s  w i t h  r e s p e c t  t o  
a f au l t  pa i r  (f~, f j )  is de f ined  as t h e  p r o b a b i l i t y  t h a t  t h e  
two  i m p l e m e n t a t i o n s  will  n o t  p r o d u c e  i den t i ca l  e r ro r  p a t -  
te rns ,  in  r e s p o n s e  t o  a g iven  i n p u t  sequence ,  w h e r e  /~ a n d  
-fj a f fec ted  t h e  f i rs t  a n d  t h e  s e c o n d  i m p l e m e n t e t i o n s ,  r e spec -  
t ively.  T h e n ,  for a g iven  f au l t  m o d e l ,  t h e  des ign  d ive r s i t y  
m e t r i c ,  D ,  b e t w e e n  two  des igns  is de f ined  as t h e  e x p e c t e d  
va lue  o f  t he  d i v e r s i t y  w i t h  r e s p e c t  t o  d i f ferent  f au l t  pa i r s :  
D -~ ~(I,,I~) P(-fd, j=j)di, j ,  w h e r e  P(- f , ,  f j )  is t h e  p r o b a b i l i t y  

of f au l t  p a i r  (-f,, .fj). 

6 .2  Is  Heterogeneity Achievable? 
Over  t h e  p a s t  decade ,  r e sea rche r s  :have d e b a t e d  t h e  fol low- 
ing  bas ic  ques t ion :  hou~ e~ective are the techniques for using 
heterogeneous, independentl]l developed sofware components 
.for improving software reliabilitvf Severa l  r e sea rche r s  have  
a d v o c a t e d  sof tware  d ivers i ty ,  such  as t h e  N-Vers ion  P ro -  
g raanming  a p p r o a c h  [2], as  a w a y  to achieve  h ighe r  levels of  
sof tware  re l i ab i l i ty .  S o m e  i n d u s t r i a l  sec to rs  (e.g. ,  a e rospace )  
emd sa f e ty - c r i t i c a l  s y s t e m s  have  a d o p t e d  th i s  a p p r o a c h .  W h i l e  
r e l a t i ve l y  l i t t l e  d a t a  has  b e e n  p u b l i s h e d  to  d a t e  v a l i d a t i n g  
t h e  ef fec t iveness  of  us ing  sof tware  d ive r s i t y  for  i m p r o v e d  rel i-  
ab i l i ty ,  t h e r e  have  also b e e n  no  r e p o r t s  of  c a t ~ t r o p h i c  fa i lure  
a t t r i b u t a b l e  to  sof tware  f au l t s  in t h e s e  s y s t e m s  [9]. 

S o m e  o t h e r  r e sea r che r s  have  c o n j e c t u r e d  t h a t ,  b e c a u s e  of  
t he  i n t r i n s i c  s i m i l a r i t y  in  t he  comnaon  fa i lure  m o d e s  in soft-  
ware  s y s t e m s ,  so f tware  d ive r s i t y  s ~ d  h e n c e  h ighe r  re l iab i l -  
i t y  is u n a t t a i n a b l e  s i m p l y  b y  us ing  i n d e p e n d e n t l y  d e v e l o p e d  
sof tware  c o m p o n e n t s .  O n e  o f  t h e  b e s t  k n o w n  s tud i e s  is t h e  
K n i g h t - L e v e s o n  E x p e r i m e n t  [g], wh ich  invo lved  dev e lop ing  
27 vers ions  of  t h e  s a m e  sof tware  Emd s u b j e c t i n g  t h e m  to  a 
mi l l ion  t e s t  cases.  T h e  e x p e r i m e n t  r e v e a l e d  o v e r w h e l m i n g  
ev idence  t h a t  fa i lures  a re  m o r e  l ike ly  t o  b e  c o r r e l a t e d  a m o n g  
vers ions  th~n  t o  b e  i n d e p e n d e n t .  A l t h o u g h  r e su l t s  f r om th i s  
mad s u b s e q u e n t  e x p e r i m e n t s  a re  Im:gely nega t ive ,  t h e  exper i -  
m e n t  d i d  have  p o s i t i v e  d iscovery .  I t  showed  t h a t  t h e  average  
r e l i ab i l i t y  a m o n g  ~II pos s ib l e  3 -ve rs ion  s y s t e m s  is an  o rde r  
of  m a g n i t u d e  b e t t e r  them the  average r e l i ab i l i t y  of  t he  27 
s ingle  vers ions ,  a l t h o u g h  no conc lus ion  cou ld  b e  d r a w n  for 
any particular 3-vers ion  or  s ing le -ve r s ion  s y s t e m .  A g o o d  

rev iew of  t h e  two  s ides  of  t h e  so f tware  d ive r s i t y  a r g u m e n t s  
can  b e  f o u n d  in [9]. 

S imi l a r  i ssues  ar i se  even  in  our  h e t e r o g e n e o u s  n e t w o r k i n g  
p a r a d i g m .  For  i n s t ance ,  i t  c an  b e  a r g u e d  t h a t  if  t h e r e  is 
a v u l n e r a b i l i t y  in  T C P  p r o t o c o l  spec i f i ca t ion ,  all  vers ions  
of  T C P  can  b e  a t t a c k e d ,  i n d e p e n d e n t  o f  t he  p l a t f o r m  (e.g.,  
L i n u x  or  W i n d o w s )  t h a t  t h e y  m a y  b e  i m p l e m e n t e d  on.  S im-  
i lar ly ,  s ince  m a n y  of  t h e s e  i m p l e m e n t a t i o n s  use  a c o m m o n  
source  be.se, t h e  s e p a r a t e  i m p l e m e n t a t i o n s  m a y  b e  vu lne r -  
ab le  to  c o m m o n  a t t a c k s .  To a d d r e s s  t h e s e  azgumen t s ,  our  
a p p r o a c h  a rgues  for  t h e  u se  of  i n d e p e n d e n t  c o m p o n e n t s  w i t h  
i den t i ca l  f u n c t i o n a l  c a p a b i l i t y  (e.g. ,  i n t e r c h a n g i n g  T C P  w i t h  
U D P  e n h a n c e d  w i t h  a r e l i a b i l i t y  a n d  flow con t ro l  p ro toco l ) .  
W e  e x p e c t  t h a t  such  f u n c t i o n a l l y  equ iva l en t  c o m p o n e n t s  
b u i l t  f rom c o m p l e t e l y  d i f fe ren t  b u i l d i n g  b locks  axe less l ike ly  
to  have  c o r r e l a t e d  v u l n e r a b i l i t y .  T h e  o b j e c t i v e  of o a r  s t u d y  
is to  i n v e s t i g a t e  t h i s  i ssue  careful ly .  F u r t h e r ,  to  a l low us to  
asse r t  w h e t h e r  a particular N - v e r s i o n  s y s t e m  is m o r e  re l i ab le  
t h a n  a s ing le -ve r s ion  s y s t e m ,  we  a re  i n v e s t i g a t i n g  t h e  use  of 
m o d e l s  t h a t  a l low us t o  q u a n t i f y  t h e  ga in  in s u r v i v a b i l i t y  
w i t h  inc rease  in  t h e  a m o u n t  of  he t e rogene i ty .  

6.3  Open Issues and Future  Work 
T h e  o p e n  issues  t h a t  we p l a n  to  a~idress in  our  f u t u r e  work  
i nc lude  t h e  fol lowing.  

s 
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[2] 

[3] 
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I d e n t i f y i n g  t h e  p r o p e r  o r t h o g o n a i  axes  for ottr  he t e ro -  
ge ne i t y  ana lys i s  for t o d a y ' s  n e t w o r k  a r ch i t e c tu r e .  

E x t e n d i n g  t h e  m o d e l  to  i n c l u d e  c a sc a de  a t t a c k s ,  whe re  
a t t a c k s  a r e  s t a g e d  t o  t a r g e t  m u l t i p l e  vu lne rab i l i t i e s .  
C o n s t a n t  n e t w o r k  r e c o n f i g u r a t i o n  (such  as in  [10]) a n d  
n e t w o r k  r e c o n s t i t u t i o n  a r e  t h e  keys  t o  de fend  aga in s t  
such  a t t a c k s .  

I d e n t i f y i n g  c o m m o n - m o d e  v u l n e r a b i l i t y .  Fo r  e x a m -  
pie ,  a successfu l  a t t a c k  on t h e  n e t w o r k  r e c o n s t i t u t i o n  
m e c h a n i s m s  in our  a p p r o a c h  c o u l d  b r i n g  down  t h e  
whole  ne twork .  F u r t h e r m o r e ,  i n t e r o p e r a b i l i t y  of ten  
r equ i r e s  s t a n d a r d i z a t i o n  a n d  s t a n d a r d i z a t i o n  t e n d s  to  
i n t r o d u c e  "choke  p o i n t s "  f r o m  a s u r v i v a b i l i t y  p o i n t s  
of  v iew.  Such  c o m m o n - m o d e  v u l n e r a b i l i t i e s  m u s t  b e  
i den t i f i ed  a n d  p r o p e r l y  d e a l t  w i th .  
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