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ABSTRACT 
Diversity, a concept suggestive of a composition of distinct 
or unlike elements or qualities, has served to mitigate er- 
ror in modern computer systems for decades, going back at  
least as far as the 1971 JPL STAR (self testing and repair- 
ing) system, designed and built in the Spacecraft Computers 
Section of the Jet Propulsion Laboratory Astrionics Division 
[2]. In that  context the concept of diversity was termed re- 
dundancy. In computer security, diversity is being contem- 
plated as an approach toward mitigating security breaches, 
or what might be regarded as errors in security. The panel 
contemplates various issues regarding diversity and security, 
and this panelist in part icular  raises a number of questions 
whose answers may prove valuable at  such t ime as they be- 
come available. Until  then, perhaps these questions will 
serve to provoke thoughtful research directions. 

Categories and Subject Descriptors 
D.2.4 [ P e r f o r m a n c e  o f  Sys t ems] :  Faul t  tolerance, relia- 
bility, availability and serviceability; K.6.5 [ S e c u r i t y  a n d  
P r o t e c t i o n ] :  Management of Computing and Information 
Systems 
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1. INTRODUCTION 
Diversity has been a consistent theme in building computer  
systems whose logical engines must continue to operate even 
when their physical engines fail [7]. The hardware notion of 
"masking redundancy" is similar, for example, to how we 
think of diversity's being helpful in today 's  security systems 
[10]. In the evolution of fault tolerance, diversity took on 
software in the  form of N-version programming; different, 
independently-developed versions of software were executed 
concurrently, based on the idea tha t  the  same fault would 
not  affect all the versions at once [1]. 
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Part icipants in this workshop are not the first to consider 
diversity as an asset to security. There are too many con- 
tributions to review in the short  space available, so only a 
few papers are selected for mention here, simply to provide 
a place to start .  Yves Deswarte and his colleagues have 
specifically discussed diversity in the context of deliberate 
(malicious) faults [4]. Bey Littlewood (a fellow panelist) 
and Lorenzo Strigini have wri t ten about  the roles and lim- 
its of diversity in security, and the extent  to which research 
in security can draw on the lessons from diversity in fault- 
tolerant systems [5]. Eric Totel and his colleagues address 
an approach to anomaly detect ion (a frequently-used tech- 
nique in intrusion-detection systems), based on design di- 
versity [9]. Finally, James Reynolds and his colleagues show 
how they have built an intrusion-detection system tha t  avails 
itself of redundancy, diversity and N-version programming 
[6]. These are just  a few examples. Much of the history of 
redundancy and diversity in computing is reflected in the 
taxonomy of concepts for dependable and secure computing 
recently produced by Avizienis and his colleagues [3]. 

2. DIVERSITY IN ANOMALY DETECTION 
A common assumption in anomaly-based intrusion detection 
is tha t  one size fits all: a single anomaly detector should de- 
tect all anomalies. Experience has shown this assumption 
to be too broad, so compensation for performance short- 
comings is sometimes effected by resorting to "correlation" 
techniques tha t  combine the results from different detectors; 
this could be seen as making use of detector diversity. Such 
diversity is intuitively based on the proposition that  detector 
coverage is different - perhaps widely so - for different de- 
tectors, each covering some disparate  portion of the anomaly 
space. Diversity, then, enhances detection coverage by com- 
bining the coverages of individual detectors across multiple 
sub-regions of the anomaly space, resulting in an overall de- 
tection coverage that  is superior to the coverage of any one 
detector.  However, there are few studies which have por- 
t rayed the measured effects of diversity amongst anomaly 
detectors. One recent investigation indicated that  detec- 
t ion coverage due to diversity does indeed improve, but  the 
improvement is due less to broad disparit ies in coverage, 
and due more to small differences at the edges of the detec- 
tor space [8]. Despite the interesting results of this study, 
much remains to be done before the concept of diversity in 
anomaly detection can be usefully employed. 
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It's important to note, incidentally, that  different detection 
algorithms, such as neural nets and Markov models, may 
seem intuitively quite diverse, but  their effective diversity 
is very small. Because their detection performances overlap 
significantly, little is gained through their combination. 

3. LOOKING FORWARD 
Various questions and issues arise when one thinks about di- 
versity in anomaly-detection software and anomaly-detection 
programs/as well as in security settings in general. A few 
of these, which might be interesting for discussion, are: 

• Apart from the intuitive understanding of diversity, is 
there a concrete definition of diversity from which we can 
work, and for which we can obtain sensible and reliable 
measures? 

• Can diversity be used to the benefit of computer security 
by virtue of the same practices with which diversity has 
been employed in dependable and fault-tolerant systems? 
What  are the similarities and differences, and at which 
points do they matter? 

• What  is the precise definition of diversity as one uses it 
in a specific context (e.g., anomaly detection)? How does 
it differ, if at all, from definitions for alternative contexts 
or for a very general usage? Does the definition extend 
beyond software or detection, and into other areas of di- 
versity, or is it restricted just  to specific domains? 

• Diverse means different. How different do two programs, 
detectors, behaviors, etc. need to be before we call them 
diverse? How would this be measured? Would these mea- 
sures be in terms of differences among the diverse enti- 
ties themselves (e.g., among the programs, etc.), or would 
they be among their behaviors? 

• In terms of using diversity in a security setting, what is 
the goal? What  is it that  diversity will make better? 

• It appears that diversity in the security context is a con- 
cept that has been borrowed from early studies in hard- 
ware (and software) diversity. Hardware diversity was 
able to handle static faults, such as stuck-at-zero logic, 
not dynamic faults, such as malicious faults. How can di- 
versity in any guise be made to handle (measurably) the 
dynamic nature of malicious faults whose characteristics 
change continually? 

• If diversity works best when faults (intrusions, etc.) are 
independent from one another, how should that  indepen- 
dence be determined and measured? We'll need these 
measurements in order to justify the expense of diversity. 
Less independence means less effectiveness, but not nec- 
essarily less effort/cost. 

• Must "faults" be independent,  if diversity is to help? 
• What are the dimensions of diversity tha t  we care about? 

Common dimensions are time, space (extra hardware or 
software), and data (replications). Wha t  more, if any, are 
needed for a security setting? 

• What  is the quantifiable benefit of add ing  one more di- 
verse component? How is that  determined? 

• What is the cost of adding one more diverse component? 
• What  would a taxonomy of diverse detectors look like? 
• One benefit of diversity is that  it may contribute to what 

is called "reliability growth," the phenomenon of increas- 
ing (growing) reliability by having diverse alternatives to 
fall back on in fault conditions. A related concept may 
be security growth. Does this concept work in security? 

4. CONCLUSIONS 
These questions are intended to provoke thought and dis- 
cussion. No widely accepted answers are known, but  this 
workshop may provide a place to start. 
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