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ABSTRACT
With the increasing need to securely share information, cur-
rent access control systems are proving too inflexible and
difficult to adapt. Recent work on risk-based access con-
trol systems has shown promise at resolving the inadequa-
cies of traditional access control systems, and promise to in-
crease information sharing and security. We consider some
of the core open problems in risk-based access control sys-
tems, namely where and how much risk to take. We propose
the use of market mechanisms to determine an organiza-
tion’s risk tolerance and allocation. We show that with the
correct incentives, an employee will make optimal choices
for the organization. We also comment on how the mar-
ket can be used to ensure employees behave honestly and
detect those who are malicious. Through simulations, we
empirically show the advantage of risk-based access control
systems and market mechanisms at increasing information
sharing and security.

Categories and Subject Descriptors
D.4.6 [Operating Systems]: Security and Protection—Ac-
cess Controls; K.6.0 [Management of Computing and
Information Systems]: General—Economics
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1. INTRODUCTION
The majority of information security research has been,

at its core, about classifying actions into two classes (e.g.,
allow and deny, good and bad, or safe and dangerous), and
ensuring this division is not violated. This is seen in virus
scanners, intrusion detection, firewalls, and spam filtering.
One of the primary mechanisms used to ensure a safe divi-
sion between the two classes is access control. Access control
systems make the distinction between allowed and denied
at many levels. Lampson proposed an extremely general
model [38] that was later refined and formalized by Harri-
son, Ruzzo, and Ullman [28]. The state of the system is
represented by a matrix M where each row is a subject s
and each column is an object o. An action a is allowed if
the required right r ∈ M [s, o]. Harrison, Ruzzo, and Ullman
also proved that answering the safety question of the model,
“Can the system enter a dis–allowed state ?” is Turing Un-
decidable.

This model is too general and not very practical for speci-
fying access control policies, and new models, such as multi-
level security, role-based access control, or the Chinese wall,
provide abstractions between subjects, objects, and rights
that provide the access control system with a set of prop-
erties. While these abstractions ease administration, they
produce errors in the classification; some actions that were
once denied are now allowed, and some that were allowed
are now denied. Neither is good in practice [30].

These systems have other inherent problems. Any action,
whether allowed or denied, represents a risk to the system
and its resources and presents possible benefits or gains.
Each benefit is obtained by the user who performed the ac-
tion, while the risks are shared between all users. Each user
will attempt to maximize their gains by performing allowed
actions with little consideration for the risks shared among
all users. The users and the system as a whole may take too
much risk.

It is our view that the field of information security should
be viewed as a problem of risk management, where risk
is roughly defined as the expected values of damages and
treated as a countable and finite resource; the damages are
the possible outcomes of security decisions and actions. When
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risk is a limited resource, taking too much risk as a whole
is an example of the “the tragedy of the commons” where
individual actions over–tax a limited common resource and
result in a very un–desirable outcome. This concept has
been applied to resource management in other fields, includ-
ing population growth and pollution [27], and in information
technology storage systems [56]. If an organization does not
treat risk as a limited resource, then it is willing to assume
an unbounded amount of damage.

The field of information security does not typically view
risk as a finite resource; we tend to bound the amount of risk
we are willing to assume for each action, ignoring the aggre-
gate effects that cause the tragedy. Failures to appreciate
and understand the tragedy of the commons as it applied
to access control has been seen in infamous espionage cases
such as Aldrich Ames [61] and Robert Hanssen [59] and in
the financial sector by rogue traders Nick Leeson and Jerome
Kerviel [60].

We argue that any access control system is an attempt
to model the organization’s notion of risk ; the more fine
grained our access control systems become, the tighter we
bind on the organization’s unique notion of risk. A benefit-
and risk-based access control system would directly address
the goal of any access control system: manage risk of access
to sensitive data.

We argue that a bounded laissez-faire system of access
control modeled and implemented as a risk market is ben-
eficial to traditional restrictive and rigid access control sys-
tems. The central issue in a risk–based access control system
is to determine where and how much risk to take. In other
words, it is a risk allocation problem where risk is being
treated as a limited resource. It is well–known in the realm
of Economics that a properly set–up market tends to allo-
cate resources in an optimal way [55, 25]. We validate this
argument by simulating a risk market and other risk allo-
cation methods, such as centralized pre–allocation. We also
simulate a multilevel access control system which resembles
a Bell–Lapdula model without categories. The results of our
simulation show that the risk market outperforms other risk
allocation methods in terms of delivering the best risk vs.
benefit tradeoff when risk–taking is capped by an organiza-
tion’s risk tolerance. The risk market also outperforms the
multilevel system not only by delivering much better risk vs.
benefit tradeoff but also by staying within an organization’s
risk tolerance when the multilevel system has no notion of
aggregated risk, let alone staying within any risk tolerance.

We also argue that a risk market can be made resilient
against different kinds of attacks, such as collusion among
malicious participants or espionage by employees with out-
side funding, by providing proper incentives for good behav-
ior. A risk market also makes it easier to detect malicious
behaviors since all participants must go through the market
to access resources and their trading and access behaviors
are logged. The benefit or loss that result from risk–taking
will also be logged. Correlating among these logs could pro-
vide insight into the reasoning and decision making process
of the employees as it identifies a minimum value the em-
ployees placed on the resources. In other words, the market
provides information that enables a cost-benefit analysis to
gain insight into why resources are accessed while a tradi-
tional access log can only show what resources are accessed.

The remainder of this paper is organized as follows: Sec-
tion 2 provides an overview of how the risk market will fit

Figure 1: Overview of How the Market Fits into an
Organization’s Access Control

into an organization’s access control mechanisms. Section 3
discusses related work and the open problems we address.
Section 4 highlights skepticism of risk–based access control
systems and how we plan to address them. Section 5 pro-
vides a background on auction theory and describes the risk
market, and Section 6 discusses the attacks on risk market
and defenses to these attacks. In Section 7 we describe our
simulation and experimental results. We conclude in Section
8.

2. OVERVIEW OF SOLUTION
Figure 1 provides an overview of an access control deci-

sion, illustrating where and how the risk market may impact
a transaction. An employee will (1) make a request for in-
formation to the system, authenticating themselves and in-
dicating what information they wish to access and how they
would like to access it. The Quantified Risk Based Access
Control System will evaluate the request based on known
information, such as previous access history and behavior
logs, and quantify the risk associated with the access. It will
then provide the user with an access ticket (2) describing the
access, and indicating the request price in risk tokens. In
some instances the price may be infinite, indicating a deny
decision has been made.

The user will evaluate the price. If they have enough risk
tokens and agree to the price, they will purchase access to
the information (5) from the InfoMart (database or other
information storage mechanisms) which will return the in-
formation requested in the Access Ticket (6). If the price is
too high, the user may reissue the request, possibly indicat-
ing a less risky method of access (such as soft-copy instead
of hard-copy). If the user does not have enough risk tokens,
they may place bids on the risk market (3) and if successful,
purchase additional tokens (4). They then proceed to step
(5). When fulfilling the request, the InfoMart should ensure
the Access Ticket is still valid and the price has not changed
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(9). To facilitate auditing, detect irrational or malicious be-
havior, and ensure more accurate risk calculations, the Risk
Market will maintain transaction logs (7), and the InfoMart
will maintain access logs (8).

When interacting with the risk market, employees will
use a strictly internal currency; corporate dollars, similar
to the currencies used within virtual worlds. This helps
minimize external influence, yet does not eliminate them.
An employee may receive periodic sums of internal currency
with which to trade on the market, or may be provided a
line of credit, such as a credit card. Additional currency
may be provided by the organization, and employees may
receive additional payments for tasks they complete.

2.1 Real World Example
While information security does not yet have mature met-

rics for calculating risks, other industries do have well estab-
lished risk metrics. For example, the Bank for International
Settlements (BIS) has sought to standardize regulations and
risk calculations for banks internationally as found in Basel
II [3]. The long established use of risk calculating and man-
agement make financial institutions attractive for deploy-
ment of risk-based access control systems.

Several infamous instances of fraud illustrate where risk-
based access control systems could have been advantageous
to banks. By 1995, Nick Leeson bankrupt Britain’s oldest
merchant bank, Barings Bank, with £827B in losses in fu-
tures trades1. For more than a decade, Yasuo Hamanaka
made fraudulent trades in copper, eventually losing Sumit-
omo Corporation US$2.6B. In 2007 and 2008 Jerome Kerviel,
a trader at Société Générale, France’s second-largest bank,
lost US$7.1B making fraudulent futures trades [60].

Financial risk is often measured as a value at risk (VaR),
and managed from the top down. As the VaR increases
beyond acceptable limits, risks are transfered and sold off,
such as mortgage backed bonds [36]. This manages risk
at the highest, aggregate level. Access control is managed
by allowing transactions below a risk threshold, or with a
desirable cost-benefit ratio, often made desirable using risk
mitigation like higher interest rates [37]. While these insti-
tutions manage their risk, the management is quite different
than what we propose here.

A risk-based access control system could be integrated
into a bank that would allow them to practice proper risk
management—preventing rogue traders from causing exces-
sive damage. A fixed amount of risk tokens, commensurate
with the bank’s total risk tolerance, are released into the risk
market. When an employee wishes to make a transaction,
the financial risk is calculated, and the employee is charged
the appropriate amount of risk tokens. The observable gains
each quarter (or other time interval) are easily determined;
the employee’s bonus can be determined based on the incen-
tives in Section 5.4.2. If the employee does not have enough
risk tokens to cover the transaction, he may purchase more
on the internal risk-market with an internal currency. Un-
bounded fraud is not possible due to the limited amount of
risk tokens in the market. A per–employee limit on risk–
taking, expressed as total amount of risk tokens charged to
the employee, may also be enforced. While risk-based ac-

1In 1994 Barings Bank had £5.9B in assets yet was sold to
ING in 1995 for only £1. This implies that the damages were
greater than the sum of the losses, similar to the inference
problem in access control.

cess control systems may be beneficial for other industries
such as the intelligence community [30] or the “gray area”
between allow and deny used in Fuzzy MLS [14], risk token
mechanism enforced risk-based access control systems are
naturally suited to financial institutions initially. A tradi-
tional access control system could be used together with a
risk–based system to ensure some undesirable actions are
never allowed.

3. RELATED WORK
There have been several works proposing risk-based access

control systems. The MITRE Jason Report [30] presents a
history of risk, the probability of loss or damage in MLS sys-
tems in government settings, and identifies the many flaws,
shortcomings, restrictions, and incompatibilities with the
current classification system. They propose a three-phase
solution based on risk. Phase-zero quantifies risk, phase-one
places restrictions on the maximum amount of risk the or-
ganization is willing to assume for any given document, and
phase-two uses the quantified risk from phases zero and one
and allows the organization to bound the aggregate amount
of harm, or expected damage, expended within the entire
organization. Each transaction (a subject trying to access
information via a given method) is assigned a cost in units
of harm that is charged against the subject accessing the
information. By placing bounds on the amount of risk in
tokens that are generated, the organization can limit the
amount of harm they are willing to assume.

A second work, Fuzzy MLS [14], calculates risk values
for transactions based on standard MLS labels. Risks are
composed of two components: temptation represented by
the difference in classification and clearance labels between
the subject and object, and inadvertent disclosure or slip
of the tongue, represented by the difference in compartment
membership between the subject and object. There exists a
soft boundary, below which all transactions are allowed, and
a hard boundary, above which all transactions are denied.
Between the hard and the soft boundaries, risk mitigation
mechanisms are used to reduce the risk the organization
must assume such as requiring the user to pay for the trans-
action similar to [30].

A third work from Zhang et al. [66] describes a benefit-
and risk-based access control system where a static subset
of transactions are allowed. Benefit and risk values are mul-
tidimensional vectors representing attributes, such as cur-
rency, intellectual property, physical property, or human life.
The allowed transactions satisfying a weak-optimal (Pareto-
optimal2) state where the aggregate benefit outweighs the
aggregate risk for each component of the vector. The state is
largely static, allowing an agent to select an alternate weak-
optimal subgraph and expend an amount of risk capital to
perform the reorganization. It is an intractable problem to
update the state, and the system provides no guarantees
that a given sequence of accesses will result in a net gain.

MarketNet [63, 62] proposes the use of domain specific
currencies to control access to resources. Each domain sets
the price for its resources in their own currency. Users wish-
ing to access information must obtain enough money in the
correct currency to trade for access. No details are given on
how each domain should set pricing or currency limits. It is
unclear how the authors handle violation of perfect competi-

2See Appendix A.
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tion (see Section 5.1), arbitrage, or currency exchanges. It is
also unclear how each user is incentivized, and prices are not
tied to risks, making it unclear what invariants the system
operates under or what security properties are ensured.

One may distinguish these access control models by the
tight integration of their exception models. The need to
bypass access controls has been noted in the medical indus-
try [22, 24, 65] and is a main motivation behind [30]. Most
exception models are accomplished through delegation, such
as role delegation in RBAC [64, 49, 65], or delegation in trust
management, such as RT [40]. Nissanke and Khayat [50]
suggest a way to reorganize an RBAC hierarchy using risk
analysis for given delegation models. Jøsang [31, 32] devel-
oped a form of subjective logic based on uncertain infor-
mation that has been used to dynamically determine role
membership in RBAC [19, 33, 9]. We do not believe any of
these systems provides the flexibility of the risk-based access
control models proposed here, and none bound the amount
of aggregate risk. These systems also only consider pre-
defined exceptions, defining a small number of “gray area”
exceptions and maintain a binary view of access control.

Economic and game theoretic models, similar to the ones
proposed in this work, have been applied to other areas of
computer science. For example, scheduling [39, 15] or stor-
age utilization [8] in multi-agent systems, in peer-to-peer
networks to handle bandwidth usage in BitTorrent [17] or
reputation [51, 41], privacy-preserving algorithms [48], and
many others. The area of research into the design of games
and rules that achieve desirable properties, such as efficiency,
truthfulness, or collusion resistance, is known as mechanism
design. Mechanism design is a popular tool to illicit desir-
able behavior from users in a wide range of applications.

There has also been work on security systems that make
multiple, non–binary decisions, such as automated response
in intrusion detection and prevention systems [2]. Such sys-
tems can be viewed as responding differently to different
attacks based on perceived levels of risk from the attacks
beyond a traditional allow/deny system. This is similar to
our idea of moving away from binary decisions [13] for ac-
cess control, but the work in automated response does not
calculate quantified risk estimates or make risk vs. benefit
tradeoffs dynamically as a risk market would do.

3.1 Open Questions and Possible Solutions
All of the above risk-based access control systems [30,

14, 66] use risk tokens as a main enforcement mechanism.
Both [30] and [14] propose mechanism and strategies to dis-
tribute risk tokens, but neither provides details or analysis
on how this should be done. We analyze how well token–
and risk–based access control systems perform in general,
and attempt to answer several questions that are pivotal
before they may be successfully deployed. First, how well
do they perform compared to traditional access control sys-
tems? Second, how much risk should an organization ex-
pend, i.e., how should an organization quantitatively deter-
mine their risk tolerance? Third, how should the risk be
distributed within the organization to maximize the organi-
zation’s expected utility3, i.e. how and where risks should be
taken? Finally, how successful are hard and soft boundaries
as risk mitigation measures, and how should these bound-
aries be determined?

3A unit–less measure of desirability. See Appendix A.

3.2 Markets in Other Settings
While the proposal to use market economies of risk and

damage seems outlandish, the concept is not foreign in other
areas. Market mechanisms have been used successfully in
areas such as the FCC auction of the electromagnetic spec-
trum [1], legistations for limiting greenhouse gases in the
US [4] and UK [21], and CO2 quota allotments by BP [43].
More details and examples are given in Appendix B.

4. SKEPTICISM
Many readers may be skeptical about the concept of risk-

based access control systems, especially using a market as
the main distribution mechanism of access tokens. These
mistrusts can be divided into three categories: risk calcula-
tion measurement, proofs of security, and mistrust in using
markets for security applications.

4.1 Risk Calculation
An often cited source against risk-based access control is

Cybenko’s “Why Johnny Can’t Evaluate Security Risk” [18].
This is not a problem unique to risk-based access control sys-
tems; all access control systems are based on the same prob-
lem of guessing what is and what is not a risky transaction.
Traditional access control models, such as Bell-LaPadula,
RBAC, DAC, ORCON, and the Chinese Wall, all require
policy makers to make implicit assumptions regarding future
risks with no regard or concept of risk as a shared, limited
resource. Such systems result in a “tragedy of the commons”
where the benefits and costs are unevenly distributed, and
everyone loses [27]. These traditional access control systems
make one of two tradeoffs; either the risks are low enough,
or the benefits offset the risks. None consider the aggre-
gate effect that small risks may have on an organization.
The aggregate effect has been seen in many of the previous
examples of Leeson, Kerviel, Ames, and Hanssen.

What is unique about risk-based access control systems
is they make explicit use of the educated guesses that are
a part of all access control systems. Risk quantification al-
lows an organization to bound the amount of aggregate risk
they are willing to assume in a manner similar to the value
at risk calculation performed by any financial institution.
The damage limiting bounds will be present even if the risk
calculations are not accurate; the uncertainty is present in
both risk-based and traditional access control systems

Risk-based access control systems provide a general model
for controlling access control decision making for any level
of granularity. Access control is not unique to information
security, allowing risk-based systems to be deployed in do-
mains where risk metrics are well established, such as the
financial sector and securities exchanges. Information se-
curity risk metrics is an open problem with ongoing re-
search [54, 13, 12] and automated methods for calculating
risk will be required for deployment of risk–based access con-
trol. Models such as FuzzyMLS [14] that compute quantified
risk estimates are already used in coarse–grained risk–based
access control; more accurate models and methods are re-
quired for finer–grained control.

4.2 Safety Analysis
Safety analysis is another criticism of risk-based access

control systems. The standard safety analysis question, for-
mulated by Harrison, Ruzzo, and Ullman [28], asks whether
the access control system may transition into a state where
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a given principal will be allowed to perform a given action.
In risk-based access control systems, this may only be an-
swered in the negative if the cost of the transaction exceeds
the organization’s risk tolerance. For extremely sensitive
operations, damages may be defined as infinite, implying
infinite costs, thereby unconditionally denying the access.

We argue, however, that this is the wrong safety anal-
ysis question to ask. Traditional safety analysis considers
whether a single transaction represents excessive risks while
ignoring the small risks associated with allowed transactions.
Many adversaries leak information for the resources they
have the required privileges [59, 61]. Switching metaphors,
this is a “death of a thousand cuts.”

At the most basic level, risk-based access control systems
can ensure that, with a given confidence, the organization
will observe a limited amount of harm, whether it is mone-
tary, breach of confidentiality, integrity, availability, or other
undesirable outcomes. In this work, we will illustrate how
markets may add robustness and recovery or identification
of malicious users to risk-based access control.

4.3 Mistrust of Markets
Since users are granted all requests for which they have

enough risk capital, the allocation of risk becomes an in-
creasingly important and difficult question that must be re-
solved. Markets open the system to new types of attacks,
such as denial of service (refusal to sell or irrational pur-
chases of risk), privilege escalation (irrational purchases of
risk), collusion (coordinated attacks), arbitrage (purchases
of risk with intentions for resale only), and inefficiencies due
to employee incompetence or lack of market foresight.

We will address each of these issues in turn, comment-
ing on the ease of the attacks, their impact, and the re-
sources the market provides for detection. Many financial
institutions have made a risk management decision to focus
resources on detection and recovery of incidents over preven-
tion to obtain desirable bottom lines [47]. We believe the
efficiency with which the market distributes risk, the tools
it provides for accessing user competence and malice, and
the simplicity with which the users interact with the mar-
ket offset any risks it represents, which, if desired, may be
modeled, quantified, and accounted for.

5. AUCTIONS AND THE RISK MARKET
We now provide a short background on economic theory

and definitions applicable to our risk-market approach. We
will attempt to provide the intuition behind each concept
and refer the reader to the references for more information.
For a more complete discussion on the background economic
theory, terms, and definitions, see Appendix A.

5.1 Auction Theory
The behavior of a market is determined by the relationship

between buyers and sellers. A seller’s willingness to sell at
a given price is governed by their marginal cost, the change
in total cost (TC) when the quantity produced (Q) changes
by one unit,

MC =
∂TC

∂Q
(1)

and dictates the price they are willing to accept for their
goods at a given quantity. The intuition behind the marginal
cost is producing larger quantities of items typically has

lower amortized costs. For example, producing a single wid-
get will cost five dollars, while producing a second will only
cost four dollars more. Similar to a seller’s cost curve, buy-
ers define a demand curve D, based on the marginal bene-
fit (MB), dictating the price they are willing to pay for a
given quantity. Supply and demand curves are the sums of
the marginal cost and benefit curves for all producers and
consumers respectively.

A supply and demand graph can be seen in Figure 2. As
the buyer’s marginal benefit (D) increases from right to left,
so does the demand and the price the buyer is willing to
pay for a more limited quantity. As the seller’s cost (MC)
decreases from right to left, so does the price the seller is
asking. The point where the supply and demand curves cross
is called the equilibrium, and dictates both the equilibrium
price and the equilibrium quantity that can be exchanged in
the market. By allowing buyers and sellers to openly place
bids and asks, as we approach the equilibrium quantity, we
will approach the equilibrium price. We can also observe
that by increasing the marginal cost function we shift the
equilibrium quantity to the left (and the price up). The
equilibrium can also be changed by changing the buyer’s
demand.

Modern economics rarely gauges the efficiency of a market
in terms of currency, but in terms of net gain in utility, a
unit-less measure of desirability. The gray area in Figure 2
represents aggregate net gain in utility that can be observed
through a redistribution of goods using the market. The
seller’s gain is the lower triangle bp∗c which is the difference
between the sale price p∗ and the production cost (line bc);
the buyer’s gain is the upper triangle ap∗c, which is the
difference between the buyer’s value of the goods (line ac)
and the actual price p∗. For the marginal cost function
MC(·), and demand curve D(·), the equilibrium quantity is
Q∗, while if we increase the marginal cost to MC′(·), the
equilibrium quantity decreases to Q′.

Beyond the equilibrium quantity, no sales are possible if
all individuals are rational. A trader that is individually ra-
tional will always agree to a sale when it is beneficial and
reject any sale that is detrimental given their current infor-
mation4.

Figure 2: Supply and demand determine the equi-
librium quantity Q∗ and the equilibrium price p∗.

There will be a competition for the goods if the demand

4They believe it is beneficial regardless of whether it is ben-
eficial.
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for the goods exceeds the supply. If all traders are rational,
the goods would go to the buyers who can get the most
benefit from the goods since they will offer higher bids. In
a risk market, the goods will be the limited amount of risk
the organization is willing to take. The organization’s goal
is to get the most benefit by encouraging its employees to
be prudent and take calculated risk where and when the
perceived benefit is the greatest. It could do so by providing
incentives to align the employees’ interest with that of the
organization, so employees who perceive greater benefit for
the organization (and themselves) would acquire the risk
tokens to pursue worthwhile opportunities. Of course, the
risk market must be governed to address incompetence and
malice. More details are provided in Sections 5.2, 5.4 and 6.

The ability of a market and the forces of supply and
demand to efficiently distribute resources are well known.
Many refer to this phenomenon as the invisible hand, a
phrase coined by Adam Smith [53]. Under a strong as-
sumption known as perfect competition (see Appendix A)
the first and second fundamental theorems of welfare eco-
nomics prove that a market will result in a Pareto–optimal
allocation of resources [46]; no individual can increase their
utility without decreasing the utility of another rational in-
dividual in a Pareto–optimal allocation.

Perfect competition will not hold in the risk market due
to collusion among players, espionage or external utility and
incentives, static risks, and a reliance on large numbers.
Luckily, [42] proves that there is an equivalence between
the classes of economies that exhibit the Pareto-optimal, in-
dividually rational, and dominant strategy properties and
those that are perfectly competitive. A dominant strategy
maximizes an individual’s utility regardless of the strategy
played by other players. Using techniques attributed to
Groves [26] we shall provide employees with the appropriate
incentives to make optimal choices, regardless of the temp-
tations to cheat the system. Individuals interact with the
market using a strategy to determine how to place bids and
asks, and the incentives should provide the employees with
a dominant strategy. In the following sections, each of the
above violations of perfect competition will be discussed.

5.2 Risk Market
Our risk market is based heavily on the supply chain

internal markets of McAdams [45] and the incentives of
Groves [26] to obtain a dominant strategy that maximizes
the organization’s profits and is different from a standard
commodities market in a few ways. From the organization’s
point of view, risk tokens represent expected harm, and the
marginal cost of production we shall term the marginal dam-
age, MD(·). Production is managed by the security officers
of the organization, and a maximum risk tolerance level R∗

determines the organization’s risk aversion and total risk
token production. By limiting the number of risk tokens
in circulation to fewer than R∗ for each time interval, the
organization can be assured they are operating within their
risk tolerance.

A regular employee estimates the benefit they will re-
ceive from trading risk tokens for access to resources. We
term this the marginal benefit, MB(·). The marginal dam-
age function defines the organization’s risk supply, while
the marginal benefit is the demand for risk. To minimize
outside influences and facilitate auditing, a strictly inter-
nal currency—corporate dollars—are used in the market. If

the employee’s benefit function is correctly aligned with the
organization’s, then AREA(abc) in Figure 3 is directly pro-
portional to the organization’s net gains.

Figure 3: Risk Cost/Benefit. An Organization’s
Risk Tolerance R∗ May Yield Suboptimal Gains.

The marginal damage and benefit functions allow the or-
ganization to adapt rapidly to new information and changing
circumstances. For example, if new threats emerge the or-
ganization may change the shape of their marginal damage
function and purchase risk tokens back from employees, and
employees may realize some resources are less valuable than
thought and sell surplus risk tokens.

By the first fundamental theorem of welfare economics, a
perfectly competitive market will result in an efficient allo-
cation. Our work is to compensate for violations of perfect
competition and attacks against the system such that we
still obtain an efficient allocation.

For this work, we chose to use a double auction which is
similar to a stock or commodity market, however there are
many alternatives (see Appendix A.1). One such alternative
is a Vickrey-Clarke-Groves (VCG) auction [58, 16, 26] which
we will make use of in our simulations.

5.2.1 Initialization and Currencies
A risk-based access control system using a risk market will

require a nominal setup for each organization, and each new
employee. To limit the amount of liquid currency that may
be used to purchase risk tokens on the market, a strictly
internal currency will be used. This is similar to the “Lin-
den Dollars” used in Second Life5, or “Ithica Hours” used
in Ithica, NY6. Physical monies do not need to be printed.
Electronic cash [6, 11] may be used, but anonymity is not
required, and not desirable, for the risk market. The orga-
nization may act as a centralized bank through which all
transactions must filter.

An open question is how employees receive an initial sum
of currency to trade on the market. Employees may be given
a sums of money at given time intervals, or they may be ex-
tended a line of credit with which to trade. The balance of
each employee’s line of credit, or the amount they receive
from the organization, may be based on the employee’s job
function, trustworthiness, clearance level, or any other at-
tribute. We make no assumptions regarding how the cur-
rency is distributed to the employees. In the remainder of
this work. We assume each employee receives an infinite line

5http://lindenlab.com/
6http://www.ithacahours.org/

112



of credit, and will be held accountable for their expenses at
the end of each time period.

There are also many organizational structures governing
who interacts with the market and what actions each em-
ployee may perform. Some organizations may choose to al-
low all employees to buy and sell risk tokens and exchange
their tokens for access to resources. Other organizations
may choose to designate market interactions as a manage-
ment function. Managers will buy and sell risk tokens and
deposit them into the accounts of the employees they man-
age. Market and resource access functions may also be kept
distinct: employees who interact with the market (especially
the security personnel) are prevented from spending risk to-
kens. Such separation of duty may help deter over bidding
on the market and adds additional oversight to the access
control system.

5.2.2 Marginal Damage
The marginal damage is the expected amount of dam-

age to result from releasing an additional risk token into
the market. To determine the marginal damage curve, we
must be able to determine how much damage is expected for
each risk token when used in different circumstances. The
MITRE Jason Report [30] tokenizes both risk, the proba-
bility of compromise, in Phase 1 and harm, the expected
amount of damage, in Phase 2. For example, risk is tok-
enized as

1 token = risk associated with one-day, soft-copy-
only access to one document by the average Secret-
cleared individual [30],

and harm as

Harm = Risk × Damage. (2)

For example, assume an employee working at a bank wishes
to credit an account $100. If the transaction is fraudulent,
the damage is the $100 the bank loses. If there is a 0.1%
chance that the transaction is fraudulent the bank can ex-
pect to lose $0.10 on the transaction. Damage values can
be determined for any resource by an appraiser and is com-
monly done for insurance underwriting and litigation to de-
termine damages.

By producing a limited number of risk tokens per docu-
ment based on the potential impact, Phase 1 manages the
risk on a per document basis. Phase 2 harm tokens man-
age aggregate risk across the entire system. This work may
be applied to both concepts7, allowing for different token
types, however we focus on the single token, multiple re-
source model of Phase 2. Either way, we see that each token
represents a constant amount of risk or harm, c.

In the strictest model, this yields the marginal damage
function

MD(Q) = c (3)

for constant harm c. Organizations may wish to be more
risk adverse and conservative due to uncertainty in risk cal-
culations, aggregation and inference, mistrust in the market,
fear of agent collusion or espionage, or to model bounded ra-
tionality. To allow such flexibility securely we only requireZ Q

0

MD(x)dx ≥ Qc. (4)

7We acknowledge this results in ambiguity in the term “risk”

5.2.3 Risk Tolerance
An organization’s risk aversion may make them tolerant to

a certain aggregate amount of expected damage. This could
be due to a formal risk analysis, transference (insurance), or
other parameters. Howard [29] has developed guidelines for
determining an organization’s risk tolerance in terms of total
sales, net income, and equity, and the Bank for International
Settlements has released standards for risk tolerance for the
banking industry [3]. While the monopoly optimal quantity
of risk tokens is Q∗ (see Figure 3), the organization’s risk
tolerance R∗ may be different. The organization can ap-
preciate the maximum benefits of information sharing when
R∗ ≥ Q∗ and all beneficial accesses are appreciated.

Alternatively, when Q∗ > R∗, there are lost opportunities

and the organization loses the profit
R Q∗

R∗ MB(x)−MD(x)dx
represented by that shaded region in Figure 3. In these in-
stances, it may be beneficial for the organization to consider
risk management techniques such as mitigation or transfer-
ence of Q∗−R∗ through insurance [5]. Note that by control-
ling production and retaining the ability to buy back tokens,
the organization can ensure it is always operating within its
risk tolerance R∗.

5.2.4 Fixed Risks
Fixed risks are threats to resources independent of any

transaction that do not depend on the risk expenditure.
These include miss-configured services such as databases, file
servers or web servers, bugs in hardware or software, weak-
nesses in encryption keys and algorithms, hardware failures,
physical penetration, social engineering, and others. Fixed
risks may potentially threaten all assets accessible by the
system. The fixed harm (FH) is the expected damage to all
resources due to such risks.

Fixed risks are typically analyzed at the risk management
and not the access control level. By merging these two lev-
els of security, we can adapt the access control system to
directly handle these risks. This complicates risk-based ac-
cess control systems since any surplus benefit for some level
of risk production Q must compensate for the fixed harm.
If this harm is large, the rational action may be to prevent
all access.

McAdams [45] uses Grove’s Mechanisms [26] to determine
the optimal level of production Q′. We adopt this solution
when Q′ ≤ R∗, but must take appropriate actions otherwise.
An organization’s profit function

Profit(Q) =

Z Q

0

MB(x)dx −
„

FH +

Z Q

0

MD(x)dx

«
(5)

can be used to determine the quantity Q′ that will maximize
profits. In the case when Q′ ≥ R∗, the extra risk Q′−R∗ may
be transfered, otherwise the profits Profit(Q′) − Profit(R∗)
are lost, noting that Profit(R∗) may be negative, and in
some instances, we may minimize the organization’s losses,
and not maximize gains.

5.3 Assumptions
There are several assumptions that we make when consid-

ering the risk allocation problem. For simplicity we divide
the assumptions into three categories.

Our first set of assumptions make the risk allocation prob-
lem more difficult.

1. Demand for expending risk far exceeds risk tolerance.
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2. Employees may collude to increase their utility.

3. There are externalities such as espionage.

4. There are fixed risks regardless of the risk tolerance.

5. There is incomplete and imperfect information regard-
ing opportunities and benefits.

Each of the above assumptions adds complication to the
problem, and will be addressed when we describe our risk
market implementation. If assumption 1 is false, then the
risk allocation problem may be solved by the degenerate
solution to allow all transactions. Allowing employees to
collude and externalities such as outside incentives to cheat
(espionage) encourages and rationalizes attacks. Fixed risks
are risks to resources independent of resources access re-
quests. Finally, in systems with complete and perfect infor-
mation, the risk allocation problem may be solved optimally
by a single entity, such as management. It is the incomplete
information regarding the opportunities present in the sys-
tem which makes risk allocation a difficult problem, and is
one of the main advantages of markets.

Our second set of assumptions simplify the risk allocation
problem.

6. Benefits, risks, and damages can be quantifiably mea-
sured or estimated within a reasonable bound.

7. Employees are rational.

8. There is no correlation between the benefit the orga-
nization observes for multiple transactions.

9. Risk tokens may be used immediately after creation
and there are no risk token storage risks.

Assumption 6 is required at this stage of research, and solv-
ing it is outside the scope of this work. The Computing Re-
search Association has identified information security risk
metrics as one of four grand challenges in computer secu-
rity [54].

We consider Assumption 7 to be reasonable at this stage
of the research. Alternative models of human behavior may
depend on the domain (medical, intelligence, financial, etc.),
employee education level, experience, or presentation of in-
formation [35], adding complexity to the model. Addition-
ally, there is no single accepted or agreed upon model for
human behavior. Rational behavior is logical from a secu-
rity standpoint since it makes any attack more difficult and
less effective. Models that compensate for human irrational-
ity may make attacks more effective for rational adversaries
by compensating for human behavior8. Future work may
consider other models of human behavior and reasoning.

Rationality is an interesting assumption in the setting of
the risk market and access control and deserves additional
discussion. Rationality is defined based on an individual’s
current information and her utility. Based on the informa-
tion available to a rational individual, she will behave in
ways to increase her utility and avoid behaviors that de-
creases her utility function. One’s rational behaviors may
seem irrational to others with different information or utili-
ties. An organization usually trusts its employees to behave
in a non–malicious way by giving them privileges. It has

8For example, risk aversion as modeled by prospect the-
ory [35].

been suggested that such trust is a belief that an employee
will behave irrationally in the view of the organization if her
utility is purely based on measurable selfish gain [10], but
will behave rationally if her utility also considers less mea-
surable, more subjective concepts, such as norms, honesty,
love, loyalty or friendship. By explicitly assuming employees
are rational an organization may reward honest employees
for their loyalty and remove an incentive that encouraged
dishonest behavior in traditional systems. If cheating is
the economically rational choice, traditional access control
systems base their security in a belief (hope) of the users’
benevolence. That is, most access control systems base their
security on a belief that the subjects are benevolently irra-
tional, while we assume they are maliciously rational.

Assumption 8 should be contrasted with assumption 2 in
one key way: in assumption 8 we consider the benefit the
organization obtains from their employees’ actions, and in
assumption 2 we consider the benefit an employee obtains
from her actions, i.e., the organization does not benefit from
collusion, but an employee may.

In assumption 9, risk token storage risks are risks to the
integrity of the risk tokens. For example, theft or forgery
are not considered in this work. Assumptions 8 and 9 have
known solutions, and are often solved by the same mech-
anisms that address externalities [44]. Externalities are a
more tangible and pertinent security problem.

A real implementation would require several properties
which we assume in this work.

10. Risk tokens can only be used to access resources once.

11. New risk tokens are periodically released.

The first property is easily covered by the cryptographic cash
literature [6], and the second is presented as a technicality
since risk tolerance is a time dependent variable. An organi-
zation is willing to assume a given amount of risk per period
(day, week, quarter, year, etc.) and will produce additional
risk tokens as necessary within these bounds.

5.4 Formal Model

5.4.1 Employee and Adversarial Model
An organization is comprised of employees who perform

work. An employee is considered a subject when we need to
make an access control decision, and employees are modeled
as agents when performing simulations. We may use these
terms interchangeably. An employee may be an adversary.

Denote the set of possible allocations of risk tokens as Δ
such that for δ ∈ Δ, employee i receives δi risk tokens. Each
employee i has a type τi and a utility function ui(τi, ·) that
determines the desirability of the current state. An orga-
nization can obtain an influence over ui through the use of
a wage Wi given to employee i based on the performance
of the market. We assume there is a trusted, honest, ratio-
nal employee, namely the security officer, in charge of risk
assessments and risk token production. This is standard in
the access control literature [28].

Regular employees and security officers buy and sell risk
tokens using an internal currency and employees are allowed
to carry a negative balance, but are subject to periodic au-
dits and security reviews. For each time period T and each
employee i, we can define the difference in capital, λi, and
the market profit πi,T , though without loss of generality we
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will simply refer to the market profit as πi. The difference in
capital λi is defined as the amount of currency the employee
received from selling risk tokens minus the currency spent
purchasing risk tokens, λi = λin

i − λout
i .

The benefit a regular, non–adversarial employee receives
from the organization for expending his net purchased risk,
δi, is B(δi, τi), and the cost of producing δ′ risk tokens for
security officers is C(δ′). We contrast B with ui as defining
only the benefit the employee will receive from the orga-
nization, where as ui may include externalities if i is an
adversary. Thus B could be used as an incentive to align
the employee’s benefit with the benefit of the organization.
We now define the internal market profit for regular em-
ployees as πi = λi + B(δi, τi) and for security officers as
πi = λi −C(δ′). We define the vector or employee profits as
π, and the vector of employee profits excluding employee i
as π\i.

5.4.2 Incentives
In a standard free market, an individual’s utility is based

solely on their market profit, πi, a cause of much of the in-
stability. In perfectly competitive markets this is sufficient,
however when the conditions for perfect competition fail,
incentives may promote the convergence to Pareto-optimal
solutions, aligning the organization and the employees, max-
imizing the organization’s profits. For the risk market, we
shall use an incentive structure similar to [45, 26]. Incen-
tives are some utility that we are able to bestow on employ-
ees based on their behavior. Internal markets are unique
in the amount of control over an individual’s utility func-
tion via incentives an organization has when compared to
traditional markets, such as a stock exchange. These incen-
tives can be realized monetarily though a bonus since we
have direct control of an employee’s salary, and can prevent
many of the problems such as over or under speculation that
may skew market prices that are present in traditional com-
modities markets. An employee’s wage Wi can be modeled
abstractly as a function of her market profit and the market
profit of all employees, plus some base salary Yi.

Wi = Yi + Xi(π\i) + απi (6)

Malicious agents may behave as rational agents with an ex-
ternal influence, εi, such as money from nefarious activities

Ŵi = Wi + εi(δ). (7)

The goal of mechanism design is to choose a function Xi

and α such that it is in the employee’s best interest to make
optimal decisions for the organization. We further must
compensate for the unknown payoff εi(δ) that an employee
receives from their malicious activities. [45] and [26] define
several incentive structures:

1. Fixed Wage Wi = Yi. Employees have no incentives.

2. Market Wage Wi = Yi +απi. Employees have a direct
incentive to maximize market profits.

3. Cooperative Wage Wi = Yi + β(πi +
P

j �=i πj). Em-
ployees have a direct incentive to maximize the orga-
nization’s profits.

4. Peer Group Relative Wage Wt = Y +γ

„
πt −

P
t′ �=t πt′

|{j|τj=t}|−1

«
.

Employees of type t have an incentive to increase their

own profit and decrease the wages of their peer groups.
Groups of employees could be defined by many means,
such as department or job function. Groups of em-
ployees who behave irrationally (refuse to sell or sell
at a loss) will decrease their own wage, and increase
the wage of other groups.

5. Accurate Prediction Wage Wi = Yi +απi−κ(πi− π̃i)
2.

Where π̃i represents a postmortem analysis of em-
ployee i’s estimate of her own market profit given the
actual benefit she received and the price she paid for
the resources (risk tokens). Thus π̃i should be closely
aligned with the bids i placed. In Groves, π̃i is an agent
provided estimation of the value of the resources, yet
we may use this as an ex post value to determine the
agent’s competence. Employees have an incentive to
bid as accurately as they can. Employees that consis-
tently bid too high would operate at a net loss, with
a large (πi − π̃i)

2 value that may be considered mali-
cious. This type of incentive structure is useful both to
encourage employees to make accurate estimates and
bids on the market (simplifies bidding strategies) and
as a tool to identify malicious activity.

6. ATTACKS AND DEFENSES
We now consider the various goals an attacker may have,

and the mechanisms in place in the market that protect the
organization from these attacks.

6.1 Decreasing the Utility of Other Agents
Malicious agents may wish to decrease the utility of honest

agents. Unless the malicious agents yield exceptional market
power, it is unlikely they will be able to adversely affect
the organization’s profit. This will require the collusion of
a large number of employees; See Section 6.3. Employees
with a cooperative wage will be most adversely affected by
reducing their market profit. The attack can be done in
one of two ways: increasing the sale price of risk tokens to
force honest employees to pay higher prices or by a denial
of service (DOS) attack (see Section 6.2).

A cooperative wage provides the incentives against this
attack. By decreasing the market profit for honest employ-
ees, an attacker decreases the organization’s profit, and con-
sequently his own wage. A similar argument may be made
with DOS attacks. It is in the best interests of the malicious
employees to make the profitable trades with a cooperative
wage. The technique discussed in Section 6.3 could be used
to counter this attack if the incentive ε for malice (the exter-
nality) is large enough to offset the decrease in the malicious
agent’s wage.

In double auctions, bid and ask prices are openly posted,
providing attackers with additional information which can
potentially make some of the above attacks easier. Thrope
and Parkes [57] describe a scheme that allows a double auc-
tion to function with unconditionally hidden bid and ask
commitments. While it is still possible for attackers to infer
the private information of others, it increases the cost of the
attacks and their visibility as actively attacking the system.

6.2 Denial of Service (DOS)
An attacker may wish to prevent other agents from ac-

cessing resources by executing a denial of service attack.
This can be accomplished by purchasing unnecessary risk
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tokens reducing the liquid risk supply. This has the effect of
preventing the least beneficial and most risky transactions
because the risk tokens become too costly. If a unique risk
token type is created for each resource (see Section 5.2.2),
an attacker can target a single resource while their attack is
undirected in the single risk token type model. In general
an attacker is unable to target a given subject or resource.

A denial of service attack will have little impact and will
be easy to detect. When an organization determines its
risk allocation quantity solely on the marginal damage and
marginal benefit (supply and demand) of the employees, the
organization will always produce the quantity Q∗. A mali-
cious agent purchasing additional risk in an attempt to block
other agents will simply increase Q∗. In this setting, risk is
a limited resource in only the most cursory sense. The DOS
will be unsuccessful, and we can use the techniques in Sec-
tion 6.3 to identify the malicious agent.

When the organization produces min(Q∗, R∗) risk tokens,
then a malicious agent can perform a DOS attack by pur-
chasing and holding onto a large quantity of risk tokens. If
the malicious agent purchases and holds on to Q′ risk tokens,

this will cause the organization to lose α
R Q∗

Q∗−Q′ MB(x) −
MD(x)dx in profit. Other agents’ market profits and in-
centives will also be reduced since fewer risk tokens will be
available to them for making gains. To accomplish such
an attack, the malicious agent must overbid sufficiently for
the risk tokens and put himself in danger of being exposed
(see Section 6.3); therefore ε must be large enough. If ε is
small and the malicious agent has no incentive to overbid
too much, rational agents can overcome the malice by be-
having honestly and maximizing the organization’s benefit
and their incentives.

6.3 Escalation of Privileges
One of the main criticisms with the market mechanisms

is that they potentially allow malicious agents to escalate
their privileges. First, we note that the aggregate amount
of harm that may be caused can be restricted by the organi-
zation to R∗. The organization has the additional control of
the risk assessment on all access requests, which could take
the requester’s trustworthiness, need, and access history into
account. Intrusion detection techniques may be employed to
detect employees who are behaving suspiciously and increase
their risk rating, and consequently the cost of accessing dam-
aging resources. One such solution is to define an employee’s
risk to be a monotonically increasing function with regards
to the number of risk tokens they have retained (purchased
or carried over) within a given time interval. Employees
attempting to “stockpile” or horde risk tokens to make a
damaging purchase will find the cost to access the resource
increases with the progress of the attack.

Beyond these measures whose defenses reside in the fun-
damental design of the risk-based access control systems,
we can use the market incentives and mechanisms to detect
potentially malicious employees and punish them.

In Groves’ and McAdams’ solutions to fixed costs, which
are the same as fixed risks in our model, each agent states
their predicted gains, π̃i for the resources. To ensure accu-
rate predictions, McAdams deducts an amount proportional
to the error in the agent’s estimations κ(πi − π̃i)

2. Agents
in the market with external incentives εi(δ) may rationally
purchase additional risk tokens to access unnecessary re-
sources, escalating their privileges. For small incentives εi,

the accurate prediction wage may discourage and compen-
sate for such behavior. For large external incentives, the
agent may still behave rationally by making excessive bids
on the market.

While the agent’s final wage Ŵi may be maximized by
making such purchases, their market wage will reflect their
losses (the amount spent purchasing risk tokens exceeded
the amount of benefit their received from them). When we
require the employees to provide gains estimates (for exam-
ple, when dealing with fixed costs) we can determine their
accuracy; otherwise it may be estimated based on the equi-
librium price or market logs and the benefit received. Ma-
licious agents with external incentive εi will have large dis-
crepancies between their estimates and actual market wages.
By observing these discrepancies, the malicious agents may
be identified. We illustrate how the market logs may be used
to identify the malicious agents in Section 7.2.5.

6.4 Collusion
Collusion among employees may increase the market profit

within a group. By fixing prices, over/under–estimating
costs, etc., a group of colluding employees can manipulate
market prices. [45] notes that peer group relative wages will
remove the advantages of colluding.

6.5 Greedy Employees and Market Prowess
One attractive property of these incentives is that the

more greedy, selfish, and rational an employee is, the better
the organization performs. Thus an employee attempting
to maximize their own utility will do so by making trades
that maximize the organization’s profit, leading to efficient
allocation of risk and decreased losses. Furthermore, inter-
action with the market may be automated due to dominant
strategies. Experimental economics work indicates that even
random yet rational (constrained zero-intelligence (ZI-C))
bids will converge to optimal distributions [25]. See Ap-
pendix A.2 for more details.

6.6 One Time Attack
Risk-based access control systems actually limit the ex-

tent of damage a successful attack may have compared to
traditional access control systems. Consider a privilege es-
calation problem in a risk-based access control system and
a traditional access control system. Privilege escalation in
a traditional access control system may result from errors
in policies or employees changing job roles without old priv-
ileges being revoked. This is a common oversight in prac-
tice [59].

Upon a successful privilege escalation in a risk-based sys-
tem, a user obtains single resource access which they would
normally be denied, and the attack must be executed in full
for each additional access. In a traditional system, once the
adversary has obtained the desired privileges, they may ac-
cess any and all resources for which their escalated privileges
are sufficient. Thus the attack (or policy error) need only
be executed once.

6.7 The Winner’s Curse
Humans cannot be expected to behave rationally (one of

our assumptions). Experiments by [34] found that real play-
ers often overbid in second-price sealed bid auctions9, while

9The dominant strategy is to bid the actual value of the
good being auctioned.
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[23] showed that even though the players did not converge
to the game theoretic optimal strategy, the efficiency still
improved with successive experiments. The phenomenon
where players often overbid (and thus overpay) for an item
is known as the winner’s curse. Overbidding often results
from overestimations for the value of the good being sold, or
irrational incentives to win, such as the emotional pleasure
from winning.

In most auctions with a winner’s curse, the item is of
approximately equal value to all players, while in the risk
market the players are only indirectly measuring the value
of risk. Rather they are measuring the value of the re-
source they may trade it for. The incentives described in
Section 5.4.2 combined with experience should discourage
players from overbidding and succumbing to the winner’s
curse.

7. SIMULATION
To test our hypothesis that token-mechanism risk-based

access control systems perform well, we simulated an orga-
nization’s access to resources and market interactions. We
compared our results to a “Yes/No” access control system
that represents a binary decision model based on risk thresh-
olds. The simulation is implemented in C++ on Linux using
a machine with two 2.0 GHz, dual-core X86 processors and
4G bytes of RAM. It uses Monte Carlo simulation and al-
lows specification of parameters such as number of agents,
risk tolerance, the range of agent trustworthiness, resource
damage and benefits, hard boundaries, marginal damage
constant c, and the average slope of the marginal benefit
function. For each set of parameters, the results were aver-
aged over several runs of the simulation.

7.1 Simulation Design
We model a quantified risk-based access control system

similar to the one described in [30], which assumes all risks
are quantified and access control is governed by Equation 2.
Since our results relate to the distribution of risks, it is ap-
plicable to both the region between the soft and hard bound-
aries in FuzzyMLS [14] and the redistribution capital in [66].

We simulate the access control patterns of an organiza-
tion, which is a collection of employees that we term agents.
The agents access resources, such as files and databases, that
have associated benefits and damages. An agent obtains the
complete benefit when they access a resource, and the com-
plete damage only if the resource is harmed. We determine
a priori which resources are harmed based on the risk value
of the transaction (actual risk) and calculate the cost of the
transaction based on estimated risk, which is bounded to be
within one standard deviation of the actual risk. We assume
all fixed costs are zero to prevent the need to additionally
model Grove’s mechanisms. Each agent is assigned a com-
petence value which affects their ability to estimate benefits
and their ability to bid on the market. Finally, each agent is
charged the amount in Equation 2 where the cost in tokens
is equal to the harm and hard upper bounds such as those
discussed in [14] were used to deny transactions.

To maintain consistency between simulations and distri-
bution methods, the integrity of the risk and damage cal-
culations, and simplify the simulation, we constrain agents
to access resources in a predetermined order, thus forming
a queue. The benefit values within an agent’s queue trend
down, but are not monotonically decreasing with respect to

the number of documents accessed. The intuition is that em-
ployees will access the most relevant and beneficial resources
first.

7.1.1 Preallocation
We consider three possible preallocation methods where

the risk tolerance is treated as a budget:

1. Risk Level - We use the inverse of an agent’s risk value
to obtain a trust value. A clearance level (similar to
MLS) is �log Trust�. All agents at the same clearance
level are given the same number of risk tokens, and
agents at higher levels are given more tokens than
agents at lower levels.

2. Risk Proportional - Risk tokens are distributed similar
to the risk level distribution method in a continuous
manner, i.e. we do not take the floor.

3. Constant - Each agent is given an equal share of the
organization’s risk tolerance.

We do not consider the request or hierarchical distribution
methods since they are difficult and impractical to simulate
and are known not to provide efficient allocations [42]. In
real instantiations, risks may be traded by management and
deposited into employee accounts, relieving the employees
from the requirement of interacting on the market.

7.1.2 Market Strategy
The incentives from Section 5.4.2 encourage rational indi-

viduals to behave honestly when interacting with the mar-
ket. For our simulation, agents place bids and asks as con-
strained zero intelligence (ZI-C) traders similar to [25], and
discussed in Appendix A.2. To constrain the agents, we need
to determine their marginal benefit function, and we investi-
gate two different functions. First, the expected benefit for
a single resource is dependent on the agent’s competence
value, and is taken from a uniform random distribution for
the region [Benefit∗Competence, Benefit/Competence] where
Competence ∈ [0, 1]. A higher competence value will provide
a tighter bound around the actual benefit for the resource
and will bias an agent to bid higher rather than lower, a
phenomenon often observed in experimental economics [7].
Employees with low competence may exhibit behavior simi-
lar to an employee that is irrational in random ways (doesn’t
always bid high or low), allowing us to test the limitations
on our rationality assumption.

An agent’s marginal benefit function is defined using one
of two ways for each simulation10:

1. Iterative - An agent individually considers each re-
source independently from their queue. Resource m+1
is only considered after the first m.

2. Foresight - An agent considers accessing the next m
resource concurrently such that the amortized return
on investment (ROI) is maximized.

Note the foresight method creates a monotonically decreas-
ing marginal benefit while the iterative method may not.

10An simulation is run several times and its result is averaged
over these runs.
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7.1.3 Vickrey-Clarke-Groves Optimal
For comparative purposes only, we assume perfectly com-

petent and rational agents playing the dominant strategy
and use Vickrey-Clarke-Groves (VCG) mechanisms to de-
termine three optimal distributions:

1. Maximize Benefit - This will maximize the benefit the
organization obtains.

2. Maximize Net Gain - Using the ex post leaked docu-
ments, we determine the maximum profit the organi-
zation can obtain.

3. Maximize Damage - Using the ex post leaked docu-
ments, we determine the maximum damage the orga-
nization can obtain.

The optimal solutions are equivalent to the decision mak-
ing process of a central entity (such as management) with
perfect and complete information. VCG is a known way to
obtain accurate utility functions from the agents who would
otherwise have an incentive to be misleading, though it was
previously noted that VCG is incapable of solving the risk
allocation problem in practice [52].

7.1.4 Simulation Parameters
Due to the lack of availability of real world data regarding

information loss and breaches, we varied the distributions of
all parameters and performed Monte Carlo simulations to
obtain coverage of the search space. Log normal distribu-
tions were used for damage, risk, and benefit values while
a normal distribution was used for competence. We varied
the number of agents, the maximum number of resources in
each agent’s queue, the risk tolerance, the marginal damage
constant (Equation 3), and the average rate of drop in the
benefit.

7.2 Monte Carlo Simulation Results
To test our hypothesis, we conducted multiple simula-

tions. In each simulation multiple parameters were allowed
to vary independently. In the following figures, each point on
the graph represents the average value for multiple runs of
the simulation for each possible set of parameters, or states.
For example, random instances of an organization with n
employees, accessing m resources with benefit and damage
distributions φ and γ are averaged and plotted as a single
point. Since values are chosen at random from a given range,
each point illustrates a unique, random possible universe in
which we may be in. The uncertainty regarding the distri-
bution of parameters prevents us from selecting any given
instance (point) as being the correct model for the ground
truth.

7.2.1 Comparison with Yes/No Access Control
As one of our alternative access control models, we sim-

ulated an access control system that makes Yes/No binary
decisions by comparing a subject’s level of trust and an ob-
ject’s level of sensitivity. To accomplish this, we first assume
that an agent’s trust level and a document’s damage (sen-
sitivity) are divided into clearance and classification levels
on a log scale, using a base of two. To convert a risk level
into a trust level, we simply assume a maximum trust level,
and subtract an agent’s risk. To allow a transaction, we
require that an agent’s trust level dominates the resource’s
classification level.

The idea is to capture the essence of traditional access
control models with binary decision making abilities. This
simple model is a multilevel model that resembles the Bell-
LaPadula (BLP) model but without categories, though it
should not be considered a direct comparison with the BLP
model. We do believe our results may be directly applied to
BLP. Our simplification captures the risk (and trust) aspects
of BLP while leaving out the “need to know”. It is our
view that employees without a need to know are not trusted
enough (the risk outweighs the trust) to access a resource.
This concept is still captured. While categories do provide
more control and security, trusted persons are often given
enough access (Walker [20], Ames [61], Hanssen [59], etc.)
and a lot of sensitive information may be stored in a single
category.

By converting the parameters from the risk-based system
into a multilevel system, we are able to make direct com-
parisons using identical resources and agents. Note that
when simulating the multilevel system an agent’s risk (clear-
ance level) does not change, and the system has no concept
of risk tokens, thus risk tokens are not used or considered
when making access control decisions, just classification and
clearance. To make a direct comparison to our risk-based
system, we log how much risk the multilevel system expends.
We also assume each resource is accessed only a single time.

Our results are shown in Figure 4. Figures 4(a-c) are
for the multilevel system, and (d-f) are for our risk-based
access control system using the risk market. In each figure,
the horizontal axis is the mean potential damage for any
transaction, presenting the impact if a resources is leaked or
compromised. The vertical axis for the Figures 4(a,d) are
the aggregate benefit obtained by the organization, (b,e)
the aggregate harm from loss or compromise, and (c,f) the
net gain (benefit minus harm). It should be noted that the
vertical axis for Figures 4(a-c) are on much larger scales than
those of Figures 4(d-f).

It is clear to see that the multilevel system yields greater
benefit, but significantly greater harm than the risk-based
systems, and it is more erratic (high volatility) and more
likely to yield a net loss. The multilevel system also has a
lower return on risk investment (ROI), which is not shown,
but is implicit from Figures 4(c,f).

One of the main motivations behind risk-based access con-
trol systems, and the very motivation behind the commis-
sion of [30], is to allow information sharing securely to users
who would otherwise be untrusted. From Figures 4(a,d)
(and (c,f)) we can see that information sharing halts in the
multilevel system when the damage exceeds a given level
(classification exceeds clearance) yet by taking a quantified
amount of risk, the risk-based access control systems may
continue to produce desirable outcomes. Aggregate harm
in the multilevel system, as shown in Figure 4(b), depends
on the damage, which in turn depends on the number of al-
lowed accesses, an illustration of the tragedy of the commons
for information security. But aggregate harm in risk-based
systems, as shown in Figure 4(e), does not depend on the
damage, it is only highly correlated to the amount of risk.

7.2.2 Effect of Risk Allocation on Efficiency
Next, we would like to compare the various preallocation

schemes with the market based distribution mechanisms. As
stated, a market’s efficiency is a measure of the extracted
utility compared to an optimal distribution, which is deter-
mined using VCG.

118



Multilevel Security

(a) (b) (c)
Risk-Based Access Control with Market Allocation

(d) (e) (f)

Figure 4: Multilevel Security (a-c) Versus a Risk-Based Access Control System (d-f) using a Risk Market

Since the market mechanisms, even given the zero-intelligence
traders described in Appendix A.1, are known to lead to
efficient allocations, the new results from our risk market
shows how the agent’s ability to estimate benefits affect the
efficiency. Figure 5 show the effect of competence on the
efficiency of the market. By performing a linear regression,
we can see that efficiency reaches 90% when the mean com-
petence is around 42% and standard deviation from 5-25%.

We also consider the effect of distribution methods on
the amount of risk expended and efficiency of prealloca-
tion schemes. Preallocation methods performed extremely
poorly in both categories (not taking risks and not perform-
ing well), and on average only used 15% of the risk tolerance
R∗. The low utilization is due largely to a small surplus of
risk tokens held by each agent, individually incapable of ac-
cessing additional resources. The inability to redistribute
risk is unlikely to be as severe in practice, yet indicates that
preallocation is a poor choice.

Conversely, the VCG mechanism consistently allocated
98-99% of R∗ (the risk tolerance), while the market allocated
92-95%. Many risk tokens may be purchased by agents using
the market and not used since they are not able to acquire
the sufficient number to access the desired resources. The
result is a single agent holding a surplus of risk tokens. In
real scenarios not modeled here but discussed in [44], a ra-
tional agent may be able to increase their utility by trading
those tokens at a loss if they may be used for some benefit
by another employee. This is possible in scenarios where
agents receive a cooperative wage.

Figure 5: The Affect of Competence on Market Per-
formance. A Linear Regression is Shown.

7.2.3 Determining Organization Risk Tolerance
Any organization should engage in a formal risk assess-

ment before a risk-based access control system could be ad-
equately implemented. During such an analysis, a risk tol-
erance R∗ may be determined. Regardless of this quantity,
our experiments suggest that, barring fixed costs discussed
in Section 5.2.4 which we did not simulate, allocating no
more than Q∗ risk tokens is an optimal strategy. The orga-
nization has a level of control of the quantity Q∗ (equilibrium
quantity) by manipulating the marginal damage function.

Figure 6(a) illustrates how an adequate amortized marginal
damage constant c can ensure the expected benefit remains
positive. See Section 5.2.2 for details on the marginal dam-
age. Using a lower marginal damage can result in greater net
gains (due to increased information sharing and resource ac-
cess), but constitutes a greater risk of a net loss. By increas-
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Figure 6: The Optimal Risk Allocation Q∗ Can Be Determined by the Market by Modifying the Marginal
Damage Function. Note That While a Lower Marginal Damage Increases the Net Gain, It Also Increased
the Risk Budget and Variability, Increasing the Risk of Incurring a Net Loss.

ing the marginal damage too high, employees are starved
and prevented from accessing valuable resources, and infor-
mation sharing drops to zero. In Figure 6(b), we illustrate
the return on investment (ROI) ratio of net gains per aggre-
gate risk expenditure. Note that the change in plot density
above MD = 2 is due to complete starvation where Q∗ = 0,
and the ROI is undefined.

7.2.4 Effect of Hard and Soft Boundaries
In our experiments, we did not model a soft boundary.

When strictly using the market forces and always distribut-
ing Q∗ risk tokens, a soft lower bound (below which all trans-
actions incur a cost of zero) has no impact on the perfor-
mance of the market; risk production shifts from Q∗ to Q′,
where Q′ − Q∗ represents the risk associated with transac-
tions below the lower bound11. We modeled an upper bound
and classified runs of the simulator into two categories: net
loss and net gain. For these experiments, all R∗ risk tokens
were released, corresponding to MD = 0 and employed a
hard boundary.

Figure 7(c) illustrates the class of transactions that pro-
duced a net gain, while Figure 7(d) are the transactions
that resulted in a net loss. Observe that, compared to Fig-
ure 6(c), the distribution of net losses is uniform across risk
tolerances and hard boundaries. While hard boundaries are
insufficient for ensuring net gains, they are beneficial for re-
stricting the long negative tail that is present when hard
boundaries are not used. Figures 7(a) and 7(b) show the
distribution of net gains without and with hard boundaries
respectively12.

7.2.5 Effect and Identification of Malicious Agents
It should be clear to see that the total aggregate amount

of harm when using risk based access control systems is de-
pendent only on the total risk expenditure Q∗, which the
organization may limit to R∗ by restricting risk token pro-
duction. The proof relies on the assumption that risks and
damages are known and quantified to a sufficient precision.
We would like to see what impact a small number of mali-
cious employees may have on the system if they violate our
quantifiable risk assumption, or receive external incentive.

11And noting this region may be unbounded.
12The scale on the X-axis of Figure 7(a) is much larger than that
of Figure 7(b)

To model malicious agents, we assume they will receive an
external benefit for the resources they leak that is a func-
tion of the resource’s impact. Thus the more damaging the
resource, the greater the incentive to leak it. We augmented
our simulation to add malicious agents that receive such an
external incentive. The incentive is a fraction (0 < ζ ≤ 1)
of the resources impact. In our simulation thus far, risk es-
timates are known to be within one standard deviation of
their actual value (we allow for errors and uncertainty in risk
estimations). In this section, we assume arbitrary errors in
risk estimates for malicious agents only. That is, the actual
probability is 100% for a malicious agent to cause damage,
yet the estimation of the probability made by the risk based
access control system is in the standard range (0, 100%].

(a) (b)

(c) (d)

Figure 7: Hard Boundaries Limit the Long Negative
Tail of the Net Gain Distribution, but Are Insuffi-
cient at Ensuring Positive Net Gains
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Figure 8: Impact from malicious agents and a vio-
lation of the assumption of quantifiable risk.

Figure 8 shows the potential impact a small number of ma-
licious agents may cause. In Figure 8(a), the horizontal axis
represents the malicious potential: the percentage of em-
ployees that are malicious (from 0-1%), times the fraction
ζ of the resources impact they will receive. In these exper-
iments we restrict ζ from 5-10%. Hard boundaries and risk
tolerances were chosen at random to maintain consistency
with the Monte Carlo simulations. Figure 8(b) shows the
distribution of net gains. We can see that a small number of
malicious agents are still capable of causing a large amount
of damage (albeit we must violate our assumption on quan-
tifiable risks), though the distribution is centered strongly
around zero net gain or loss.

The attacks in the above simulations are no different than
those seen in practice that are executed in multilevel secu-
rity systems by Hanssen and Ames. However, the risk mar-
ket allows for rapid detection of the few malicious agents
who performed such attacks. This is the same risk man-
agement philosophy used in many financial institutions that
have shifted from prevention to detection and resolution of
incidents [47].

Next, we illustrate how the market data may be used to
identify malicious employees using the accurate prediction
wage incentives. For rational agents, the benefit they receive
from accessing resources must exceed the cost to purchase
the total number of required risk tokens. When the agent
will receive an external benefit, some transactions that were
once irrational may now be rational; the external incentive
offsets their internal operating loss. By observing the agent’s
market wage (πi, or the benefit the resources provided to the
organization minus the price paid for risk tokens), we may
detect malicious agents. Since agents place random bids
in our simulation, the market wage is estimated from the
marginal cost to produce risk tokens and the number of risk
tokens purchased, i.e., the agent must pay a minimum of
the marginal cost times the number of tokens purchased.
In these simulations the risk tolerance is determined by the
market.

Figures 9(a,b) illustrate how the market wage of malicious
agents is different from their honest (yet potentially incom-
petent) counterparts. In these plots, each point represents
a single agent; the red triangles are malicious, and the black
circles are honest. The horizontal axis represents the agent’s
market wage, while the vertical axis is the benefit the orga-

nization obtains from allowing the access. If the interests
of the organization and its employees are perfectly aligned,
there should be a strong correlation between these values
(they should be clustered around and above the line y = x).

Figure 9(a) shows the long tail distribution (strong in-
centives to misbehave) present in the system for malicious
employees. Figure 9(b) illustrates the distinction between
malicious and honest agents in more detail. While there are
many honest agents with negative market wages, they are
likely incompetent, and only appear marginally irrational
compared to malicious agents. Classifying agents based on
market wage using fuzzy sets, neural networks, support vec-
tor machines, or other mechanisms should work well.

To test this theory, we classified the agents in Figure 9
using a support vector machine (SVM) into the two classes:
malicious, and honest. To train the SVM, we selected a
random set of 2000 agents. The SVM was provided the
classification (malicious, honest), the market wage (πi) and
the organization’s benefit. We then tested the data on the
remaining agents. Agents that made no purchases were re-
moved from the training and testing sets. Without tuning
the SVM, we were able to classify 93.6% of the agents cor-
rectly.

In addition, the risk estimation may use the market wage
and organizational benefit from previous time intervals to

(a) (b)

(c) (d)

Figure 9: Malicious agents (red triangles) may
be distinguished from honest agents (black circles)
based on their market wage. The full distribution
(a) illustrates the extent to which they have diverge
in market behavior. Figure (b) shows the blurred
line between incompetent and malicious employees.
Figures (c,d) show the distribution of market wage
for the group of malicious and honest employees.
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update risk estimates. Employees with negative market
wages obtain higher risk estimates for future transactions,
and are penalized for their incompetence or alleged malice.

8. CONCLUSION AND FUTURE WORK
We have shown that markets, such as a double auction,

are extremely effective at determining efficient risk alloca-
tion within an organization. When provided with the cor-
rect incentives, employees will directly benefit by making
optimal choices and greedy behavior ensures a convergence
towards the optimal distribution. We show that markets are
also effective at allowing an organization to dynamically de-
termine their appropriate risk allocation quantity that will
maximize their returns for the given time period. Further,
we illustrate how the market may be used as an effective
intrusion detection system, where rogue employees are iden-
tified. This allows for highly dynamic and pertinent risk
mitigation measures to be taken to limit the organization’s
expected harm.

Some issues in [30] need to be addressed. The risk market
could be extended to allow multiple departments within an
organization to independently make risk and damage assess-
ments and allow efficient sharing of resources among them,
such that no department is capable of increasing their prof-
its by falsely inflating the impact (and thus the cost) of
their resources. The risk market could also allow informa-
tion sharing among entities such as governments. Each en-
tity will produce its own risk tokens and internal currency.
This introduces additional complications that need to be ad-
dressed such as inflation, liquid resale markets, and currency
exchange markets.
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APPENDIX

A. AUCTION THEORY
Adam Smith’s invisible hand is the idea that in a free

market, an individual acting selfishly attempting to maxi-
mize their wealth will benefit the community as a whole [53].
Smith argues that the wealth of a society was the sum of its
parts, thus by maximizing each individual, society’s wealth
as a whole is maximized. Modern economics rarely works in
terms of currency, but in measures of utility, a unit-less mea-

sure of desirability. Utility allows for more accurate model-
ing of real world incentives, and is a solution to paradoxes in
expected value theory such as the St. Petersburg paradox.

The first fundamental theorem of welfare economics can
be seen as a formalization of Smith’s invisible hand [46]. It
states that under ideal conditions, a competitive market will
converge towards an efficient allocation of resources, such as
money or other assets. These ideal conditions are known
as perfect competition, where the buying decisions of agents
cannot affect the market price. The efficiency of a market
is a measure of the extracted value, or utility, versus an op-
timal allocation. For example, imagine a system with two
parties, a single producer, and a single consumer. The pro-
ducer creates widgets at a cost of five dollars that have a
value of ten dollars to the consumer. By selling the widget
for seven dollars, the utility of the system has increased by
five dollars; two for the producer, and three for the con-
sumer.

Some efficient allocations are particularly attractive due
to their stability. For example, in a Pareto-optimal alloca-
tion, any redistribution that is beneficial to one individual
is detrimental to at least one other. In Pareto-optimal al-
locations, there is a disincentive to change the allocation,
making it stable. The second fundamental theorem states
that by performing a lump sum redistribution of the assets
to the players and allowing the market to take over will re-
sult in a Pareto-optimal allocation [46].

Finally, we need to discuss what each player knows about
the system, and how they make decisions. A game has im-
perfect information if each player does not know what ac-
tions every other player has taken in the past, and incom-
plete information if each player does not know the payoff
(utility or value function) of every other player. A domi-
nant strategy will maximize an individual’s utility regard-
less of the strategy played by other players. The market
may be considered a game in game theory where the seller
chooses from a series of “ask” actions and the buyer plays
“bid” actions.

While the theorems of welfare economics indicate that
free markets are capable of solving the resource-distribution
problem, [42] proves that perfectly competitive markets are
the only Pareto-optimal, individually rational, dominant strat-
egy solution given imperfect, incomplete information.

A.1 Market Mechanisms and Auction Theory
Much of the literature on dominant strategy mechanisms

are on based on the works of Vickrey [58], Clarke [16], and
Groves [26] and are termed Vickrey-Clarke-Groves (VCG)
mechanisms. A Vickrey Auction [58] is a sealed-bid sec-
ond price auction where bidders submit their bids without
knowing the bids of others, and pay the amount of the best
loosing bid. Under these conditions, the dominant strategy
is to bid the average value when considering auctions for
multiple goods. When considering multiple round auctions,
such as quarterly distributions are fresh risk tokens, this
strategy is no longer a weak equilibria, making it unattrac-
tive for our purposes. Clarke [16] later extended Vickrey’s
work to multiple item auctions where truth-telling is the
dominant strategy. This is accomplished with a variable
charge based on the difference in an individual’s assigned
output and actual output. Groves [26] considers the prob-
lem of determining compensation so that truth-telling is the
dominant strategy and individuals behave optimally.
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Combined, these are known as VCG mechanisms and work
as follows. An individual submits bids for all combinations
of goods that are being auctioned. A central authority de-
termines the optimal distribution based on the bids, and
the winning agent of a bid pays the highest amount that
would have been bid for the objects had the agent’s bid
not been present. VCG auctions are advantageous in that
truth-telling is the dominant strategy, and they can deter-
mine not only the optimal distribution, but also the optimal
number of resources to be distributed and an optimal pric-
ing policy. While VCG mechanisms are extremely attractive
in theory, they do not work well in practice. Rothkopf [52]
comments on thirteen problems with the VCG process that
make them theoretically attractive yet impractical. These
problems range from being NP-complete, the disclosure of
valuable confidential information, possible collusion among
bidders, to issues related to the dominant strategy being
only a weak equilibrium, and may not be an equilibrium
in multiple run auctions, such as a quarterly distribution
of new risk tokens. Due to these problems, we must look
into more practical alternatives to the VCG process. We do
comment on the usage of VCG in our simulations, and use
them to calculate the optimal distributions which we then
compare alternative markets to.

A.2 Double Auction
A standard free market, such as a stock or commodities

market, are known as double auctions. Sunder [55] pro-
vides a survey of double auction markets and their ability
to disseminate information among players. In their exper-
iments players had private information regarding possible
states and values of assets. While the simplest markets con-
verged to the competitive equilibrium rapidly, the parame-
ters and circumstances such as the number of states, rate
of information dissemination, ability to purchase informa-
tion, futures markets, blinding, and others, affect the ability
to converge and the rate of convergence. In general, asset
markets were effective at providing efficient distributions of
assets.

In some configurations when the number of possible states
are large, or the amount of private information in the system
is too low, the market may converge to a false equilibrium.
This is often the result when a large enough number of the
traders misinterpret the market and assume an incorrect
state. Their trading behavior influences the beliefs of other
traders, resulting in the false equilibrium. It is possible that
false equilibrium could be eliminated by removing the short
sale restriction [55].

In all of the above experiments human traders were used,
and the convergence could naturally be attributed to their
rationality, memory, motivation, and learning. Gode and
Sunder [25] question this hypothesis by employing what they
termed “zero-intelligence” traders. Constrained (ZI-C) agents
were prevented from trading at a loss (individually ratio-
nal), while unconstrained (ZI-U) agents were not. Both sets
of agents place bids and asks taken from a uniform ran-
dom distribution. While the ZI-C agents were unable to
learn from past trading experiences, within each time in-
terval the allocation efficiency of these markets approached
100 percent, while ZI-U agents did not. While the allocation
efficiency of the human and zero-intelligence traders is indis-
tinguishable, human motivation to maximize profits results
in a lower price variability and profit dispersion among the

agents [25]. These results are encouraging. When combined
with the appropriate incentives, such as those discussed in
[26, 45], agents need only be rational for the market to per-
form well.

B. MARKETS IN OTHER SETTINGS
While the proposal to use market economies of risk and

damage seems outlandish, the concept is not foreign in other
areas. Since 1993 Congress has allowed the Federal Com-
munication Commission (FCC) to use auctions to resolve
license application conflicts for the electromagnetic spec-
trum. The FCC uses simultaneously ascending auctions to
efficiently allocate the limited resource, and since 1997 the
use of auctions has been required for such applications. Sim-
ilar systems have been adopted by other countries and for
other applications [1].

Several countries have proposed legislation to reduce the
amount of greenhouse gases produced such as the United
States Low Carbon Economy Act of 2007 [4] and the United
Kingdom Climate Change Bill [21]. Businesses would be re-
quired to purchase allotments from the government, allowing
them to produce a given amount of greenhouse gases, such as
CO2. Companies caught producing more greenhouse gases
then they are allowed are fined—hopefully more than the
competitive equilibrium—producing an incentive to comply.

BP [43] has experimented with market economies inter-
nally to reduce the amount of CO2 and other greenhouse
gases produced. By performing a lump-sum distribution
and allowing entities within the organization to trade CO2

allotments, they can determine the most economically effi-
cient method to decrease their carbon footprint.

Intel, in conjunction with MIT, performed similar exper-
iments where plant managers and sales representatives at-
tempted to make efficient use of chip production capacity.
Their experiments are similar to Sunder’s [55]—which is dis-
cussed in Section A.1—and provided each player with dif-
ferent information regarding the marginal cost of producing
chips, supply and demand, and sales forecasts. Their exper-
iments were extremely successful, and allocation efficiency
rose from 86.6% to 99% by the third round [43, 45]. HP has
performed similar experiments to forecast sales figures for
their printer devision [43] and as efficient scheduling algo-
rithms for utility data centers13.

Markets have been proposed infamously for other secu-
rity applications. The Defense Advanced Research Projects
Agency (DARPA) began work on a project called FutureMAP
Policy Analysis Market that was intended to be used as a
futures market for potential terrorist attacks in the Middle
East. After much furor, however, the project was aban-
doned14.

13A. Byde, M. Sallé, and C. Bartolini. Market-based re-
source allocation for utility data centers. Technical report,
Hewlett-Packard, 2003

14T. Daschle. Trading in death. Congressional Record, July
29 2003
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