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ABSTRACT
We propose a new firewall architecture that treats port num-
bers as part of the IP address. Hosts permit connectivity
to a service by advertising the IPaddr:port/48 address; they
block connectivity by ensuring that there is no route to it.
This design, which is especially well-suited to MANETs, pro-
vides greater protection against insider attacks than do con-
ventional firewalls, but drops unwanted traffic far earlier than
distributed firewalls do.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General –Security
and protections (e.g., firewalls)

General Terms
Security, Design

Keywords
Firewall, Routing, Security Policies

1. INTRODUCTION
Firewalls have long been a mainstay for enterprise net-

work security [15]. However, changes in topology, connec-
tivity, and use of the Internet has rendered them obsolescent
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at best. One alternative that has been proposed is the dis-
tributed firewall [3], where policy is enforced at each node.

Distributed firewalls have their own weakness, though:
traffic flows all the way to the destination before being dis-
carded. While this is not a problem from a host penetration
perspective, it is problematic in bandwidth-constrained en-
vironments such as mobile ad hoc networks (MANETs), or
in the face of denial-of-service attacks. Accordingly, in [56]
Zhao and Bellovin proposed a hybrid firewall, where nodes
can outsource enforcement of their security policies. Hybrid
firewalls pose a tradeoff between cost and risk: the further
from the node security policies are enforced, the less trans-
mission and filtering cost there; on the other hand, the risk of
compromise is greater, since there are more nodes between a
prospective target and the filtering point.

To solve this problem, we observe that firewalls are in some
sense the dual of routing mechanisms. That is, the purpose
of a firewall is to block certain traffic from flowing. By con-
trast, a routing mechanism defines how certain traffic should
flow. We can use this to build a firewall: if there is no way for
certain traffic to be routed towards a destination, the traffic
is effectively blocked. We can block traffic at many points;
the only constraint is that these filtering points should not
know the route to the destination. Furthermore, we treat the
port number as part of the IP address; this permits selective
transmission to or block of specific services.

From this perspective, a hybrid firewall — one in which
an exchange of messages controls the firewall function —
corresponds to a routing protocol. That is, a routing proto-
col dynamically controls what paths traffic should take to a
destination; a hybrid firewall dynamically controls what is
blocked.

This paper describes ROFL: ROuting as the Firewall Layer.1
We discuss the design of such a system, including both the
advantages and disadvantages.

1.1 Structure of the Paper
Section 2 provides an overview of distributed and hybrid

firewalls. Section 3 describes the ROFL scheme in consider-
ably more detail. Potentially troublesome issues are covered
in Section 4, along with an explanation of why we feel these
are manageable.

One of the more interesting implications of using routing
to implement firewalls is that we can draw on the large lit-
erature about routing to understand what will happen. One
of the more interesting possibilities is mapping ROFL into

1For reasons of taste, we forbear to include MANET Address
Optimization in the title.
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the routing algebra framework [28, 50]. That will allow us to
prove certain properties about ROFL firewalls, by drawing
on the proofs already existing using the routing algebra. A
complete description of that is beyond the scope of this pa-
per; we do, however, include a brief sketch of how this might
work.

We conclude by discussing related work and explaining
why ROFL is particularly useful in MANETs.

2. DISTRIBUTED AND HYBRID FIREWALLS
Firewalls are effective means of protecting a local system

or network of systems from network-based security threats.
Conventional firewalls rely on the notion of restricted topol-
ogy and control entry points to the network. All traffic from
inside to outside, and vice versa, must pass through the fire-
wall. Since traditional approach made assumptions on re-
stricted network topology and trust on every single host in
the Intranet, Bellovin [3] proposed a distributed solution to
address the shortcomings. In the distributed firewall scheme,
security policies are still centrally defined, but the enforce-
ment is pushed to individual end hosts. A security adminis-
trator defines security policy in terms of host identifiers. The
resulting policy is then shipped out to each individual host
that participates in the distributed firewall. The policy file is
consulted when processing incoming or outgoing messages
to verify their compliance.

The most obvious advantage of distributed firewall ap-
proach is that there is no longer a single choke point in terms
of performance. Throughput is not limited by the speed of
firewall processing. There is no longer a single point of fail-
ure between the inside and the outside network. Traditional
firewall does not have the knowledge of the intentions from
each individual host. On the contrary, distributed firewalls
rely on the hosts to make appropriate and thus more secure
decisions. Most importantly, distributed firewalls can pro-
tect hosts, such as those used by telecommuters, that are not
within the topological boundary, regardless whether or not a
tunnel has been set up.

Distributed firewalls have their own disadvantages: un-
wanted traffic flows all the way to the destination before be-
ing discarded. They introduce additional problem for end
hosts with limited bandwidth supply and power capacity,
such as mobile nodes in MANETs. Therefore, a hybrid so-
lution is proposed in [56], which combines those two ap-
proaches together to achieve desired functionalities with lower
cost. Security policy enforcement becomes quite flexible in
hybrid firewalls. Policies can be enforced at end hosts in a
distributed manner, or at some intermediate nodes which act
as gateways protecting systems sitting behind.

A policy algebra was introduced to enable policy integra-
tion and delegation in hybrid firewall environment. It con-
sists of five basic operations and enables many possible ar-
rangements of security policies. To model the global opti-
mization problem, cost and risk functions are introduced to
associate with each policy enforcement. There are several
attempts to define proper cost and risk metrics. For exam-
ple, the number of rules in a packet filter rule set is a plau-
sible cost metric, since additional CPU cycles are required to
perform rule checking. On the other hand, the number of
hops between the delegate and its protected host could be a
reasonable risk metric since any single compromised host or
link along the path between those two exposes security hole
to the attacker. Hybrid firewalls pose a trade-off between

cost and risk: the further from the node security policies are
enforced, the less transmission and filtering cost there; on the
other hand, the risk of compromise is greater.

Hybrid firewalls based on the policy algebra are able to
perform fine-grained integration of security policies. They
also facilitate the decentralization of security policy enforce-
ment to adapt to the rapid topology changes in MANETs.
More importantly, the algebra enables policy delegation in
hybrid firewalls. Modern heterogeneous networks consists
of nodes with varying energy supply and computation ca-
pacity. Hosts with lower computational power may outsource
part of its rule set to a security delegate that it trusts, thus
lowering its own cost. Unwanted traffic flows are then dropped
early along the routing path to save transmission power, in
particular for MANETs where energy conservation is crucial.
Besides that, it reduces potential collisions among packet trans-
missions in MANETs, which often requires additional MAC
layer efforts and collaborations to resolve. However, to bal-
ance the trade-off between cost and risk associated with pol-
icy enforcement, a global optimization algorithm is required
to minimize overall cost for policy enforcement while main-
taining the risk level below certain threshold. Such a central-
ized algorithm could be expensive and not scalable when the
size of the network grows. To solve this problem, we treat
firewalls as a form of routing and propose ROFL to develop
a unifying approach of those two.

3. FIREWALLS AS A FORM OF ROUTING

3.1 Routing to Ports
A conventional routing advertisement is of the form

R = {p/m, M}
where p is an address prefix, m is a prefix length, and M is a
routing metric. We extend the prefix field to include a service
s:

{p : s/m, M}
For example, to permit access to an SMTP server and a web
server at 192.0.2.42, a node would originate the routes

{192.0.2.42 : 25/48, M}, {192.0.2.42 : 80/48, M}
where M is cost metric.

Port-specific routing advertisements are handled just like
any other routing advertisements: the source node and any
intermediate routers do a longest-prefix match on the adver-
tisement. If there is no matching route, the packet is dropped.

This discussion glosses over two issues: IPv6 [18] and pro-
tocols other than TCP [46]. IPv6 does not pose any special
challenges. Extending, say, OSPF [41] to handle v6 was straight-
forward [17]; the same would be true for ROFL, save that
one would speak of /144s instead of /48s. Alternatively, we
can steal 16 bits out of the 144-bit IPv6 address for the port
number. This would let us use existing hardware support for
routing over IPv6 and avoid changing the routing protocols.
For the scope of this paper, we will not discuss this point any
further.

Dealing with other protocols (i.e., UDP [45]) is more com-
plex. Prepending or appending it to the port number inter-
feres with aggregation points (Section 3.3). For now, we as-
sume there is a separate routing table per protocol. (This can
be viewed as prepending the protocol number to the IP ad-
dress.) Another option would be to use the same number
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space for TCP and UDP port numbers, and ignoring colli-
sions; that is only problematic if one wanted to permit access
to, say, the TCP port, while blocking the UDP port. We defer
further investigation of this point to future work.

Blocking a port is more complex. Suppose we wish to per-
mit references to all ports on 192.0.2.42 except port 80. While
we could advertise 216 − 1 routes {192.0.2.42 : 0/48, M},
{192.0.2.42 : 1/48, M}, {192.0.2.42 : 79/48, M}, {192.0.2.42 :
81/48, M}, . . . , {192.0.2.42 : 65535/48, M}, this would be seen
as an unfriendly thing to do to a routing table. (This is the
fully decorrelated form [56]; clearly, one could advertise a
shorter, correlated form, but it might still require a consider-
able number of prefix announcements.) Instead, we adver-
tise an infinity route:

{192.0.2.42 : 80/48, ∞}
along with {192.0.2.42/32, M}. Infinity routes are entered
into a router’s Forwarding Information Base (FIB), but they are
used as black hole (discard) entries. In effect, we treat the in-
finity route and the covering route to all services on the host
as a correlated specification, compared with the fully decor-
related version given above [36, 56]. That said, the behavior
of the two forms must be equivalent.

3.2 Client Routes
A service-specific route (that is, a route with a finite metric

to a particular service) is suitable for use by servers. How-
ever, virtually all useful protocols require replies from servers
to the clients. This in turn implies that there must be a route
to client ports. There are several possible ways to handle this.

The first, and probably best, scheme is for client-like com-
puters to advertise their non-server ports as service-specific
routes. Current IANA standards2 say that dynamic ports
(i.e., those used for ordinary clients) should be in the range
49152-65535. For host h, then, all clients are in h : 49152/34;
services are in h : 32768/34 or h : 0/33. (Note: 49,152 is
215 + 214, i.e., 1100 0000 0000 00002.) Advertise an infinity
route for those prefixes, to block access to any services that
aren’t specifically advertised via a /48. Then advertise a nor-
mal route to h : 49152/34 to permit access to all client ports
on the machine. The few servers on higher-numbered ports
can be covered by specific infinity routes. Alternatively, the
full /48 can be announced, with specific infinity routes to
block the few servers running.

A second scheme is for client machines to announce a /48
for client ports as they’re used. This avoids the need for un-
used prefixes to exist when a client port is not in use. How-
ever, most machines are almost always running something
that speaks on the network; besides, each routing announce-
ment, even for a /48, will consume router CPU bandwidth,
especially if the announcement reaches it via more than one
path. Accordingly, this is probably not the best choice.

The third choice is a subtle but useful variant on the sec-
ond: piggyback the routing announcement for the client’s
/48 on the initial SYN packet to the server. More precisely,
send a special packet towards the server that contains both
the /48 announcement and the initial packet for the server.
Routers along the path from the client to the server install
the appropriate reverse route, in effect nailing up a reverse
circuit. However, it is not a circuit; if a router along this

2http://www.iana.org/assignments/
port-numbers

path were to fail, the normal routing protocol mechanisms
would automatically reroute the traffic via some other path.
Also note that this scheme would force all SYN packets to
the router’s slow path (that is, the CPU, rather than using
the hardware routing on the line card); this might pose sig-
nificant load. This is less of an issue for MANETs, where all
routing is done by the CPU.

The latter two alternatives are particularly useful in envi-
ronments that use Network Address Translators (NATs) [29,
31, 51]. NATs need to know when to create externally-visible
mappings for internal ports. As such, they benefit from ex-
plicit announcements from clients about which port numbers
are in use. (This is similar to what is done today with Uni-
versal Plug and Play (UPnP) devices [53].)

We note that today, most machines are either clients or
servers; there are comparatively few machines that act as
both. The exception is for things like the DNS and infrequent
outbound administrative emails from servers. It may, then,
be advisable to select one of the above mechanisms based on
the normal role of the machine.

3.3 Aggregation Points
The obvious objection to ROFL is the growth of the routing

table. We deal with this in more detail in Section 4; for now,
though, we introduce the notion of aggregation points.

An aggregation point does what its name implies: it ag-
gregates routes. More specifically, when sending out routing
advertisements it discards all prefixes over a certain length,
while ensuring that a relatively short prefix covers them all.
In general, this is not a new concept. BGP contains specific
mechanisms for it [47, Section 9.2.2.2]; even without those,
the concept is an essential component of Classless Interdo-
main Routing (CIDR) [22]. Beyond that, some ISPs are known
to filter (or philtre) too-long prefixes [48]. Generally speak-
ing, prefix length filtering is done in places where the rest of
the net does not need to know the details of internal topol-
ogy.

With ROFL, the obvious place to put an aggregation point
is at the border to the rest of the Internet. For MANETs, the
gateway to the fixed network is the likely place. These are, of
course, the usual locations for conventional firewalls. There
is, however, a very important difference. With conventional
firewalls, target hosts are exposed to attack from any host
on the inside. With ROFL, every router along the path from
the attacker to the target acts as a firewall. But ROFL cannot
provide protections for hosts behind the same router if the
attacking traffic doesn’t need to pass through the gateway,
which is out of the scope of our discussion in this paper.

Consider, for example, a departmental server host h. It lis-
tens on port 25 to receive mail from the rest of the company;
it also listens on port 80 for a departmental Wiki. That is,
Wiki service is offered only within the department. Natu-
rally, access from outside to both of these ports is blocked by
the corporate firewall.

Suppose, though, that some off-LAN host has been sub-
verted. With a conventional firewall, the Wiki port would
be open to attack. With ROFL, however, only h : 25/48 is
advertised; there is no route to the Wiki server. No router
within the company will pass those packets. From the out-
side, where only a short prefix is known, attack packets will
flow towards the external-facing aggregation router; it, too,
will drop them, much like a conventional firewall.

There is no need, however, to restrict aggregation points
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to border routers. Multilocation companies may do aggrega-
tion at each site boundary. Alternatively — and counterin-
tuitively — the long, service-specific prefixes may be passed
to other sites’ gateway routers, but not readvertised within
the site. This has the effect of dropping unwanted traffic be-
fore it traverses an expensive WAN link. We cannot do that
with conventional firewalls, since it would imply trusting an
external box. With ROFL, the outsourced filtering request is
advisory; there are no security breakdown if the request is
not heeded.

Another approach to aggregation is to view it as a trade-
off between routing table size on the one hand and security
or traffic volume on the other. An aggregation point is a
security filtering boundary; from beyond it, attack packets
may flow towards the destination unhindered. By having
fewer aggregation points, the filtering boundary is pushed
further out; many more routers will participate in dropping
unwanted traffic.

With ROFL, for a given topology, all internally-reachable
services are knowable at the aggregation points. This helps
solve the problems of (a) understanding the effects of a given
set of policies, and (b) spotting back doors into the network.
In either case, one can just look at the routing advertisements
arriving at the complete set of aggregation points. Though,
the answers can change as the topology changes.

In principle, there is no need for a “one size fits all” policy
towards aggregation points. Some services — for example,
the main intranet web server — may need to be advertised
very widely; conversely, other services (such as the afore-
mentioned Wiki) may only be of interest to a few LANs. We
call this a policy region. Doing this properly, though, requires
configuration of multiple routers as well as the originating
host. We leave the design of such a management system for
future work.

4. ISSUES

4.1 Routing Table Size
As noted, ROFL will cause growth in local routing tables,

and in particular in the FIB. There are three effects: total
storage needed, time to handle routing updates, and time to
look up a route. All depend on the number of prefixes; let us
estimate the size of typical routing tables using ROFL.

The total number of routes that must be stored at the ag-
gregation point is the product of the number of hosts within
an aggregation region and the average number of services
per host. Table 1 shows the out-of-the-box configuration for
some modern desktop operating systems; in addition, each
host will consume one route for client ports, plus an infin-
ity route to block server access. (If the host does not, in fact,
run any servers, this latter can be omitted.) We do not con-
sider server machines; in most environments, there are many
fewer servers per LAN. It is clear that if very few servers
are running, very few service prefixes will be announced for
them. We thus assume that on average, each host will an-
nounce 13 prefixes.

The number of hosts within a region is much more vari-
able, and of course depends on the size of the organization.
That said, larger organizations will have larger routers. We
can do some rough calculations based on RIR address alloca-
tion policies.

ARIN requires that organizations use about 80% of their
assigned address space before they get more space. They

Table 1: The number of services running out-
of-the-box on default installations of assorted
desktop operating systems. The numbers are
approximate, since different vendors will ship
slightly different configurations. In addition,
some ports (i.e., DHCP) are never used off-LAN,
and hence would not occupy space in the en-
terprise routing table. In our tests, about half
of the Vista ports were in the Vista client port
range ([214 + 215, 216 − 1]); they may thus be cov-
ered by our client port scheme.

Operating System Services
Ubuntu 7.10 desktop 3
Windows Vista 13
Mac OS X Leopard 2
NetBSD 4.0 0
FreeBSD 7.0 0
OpenBSD 4.2 3

hand out provider-independent address space to organiza-
tions that need at least a /20; i.e., to those who have more
than about 3300 hosts. If we assume that the number of desk-
tops is a bit larger than the number of employees, we will
need to handle about 3300 × 13 ≈ 43, 000 prefixes. This is
probably an upper bound; most (though of course not all)
organizations with more employees than that are split across
multiple locations, each of which is a separate aggregation
region.

43,000 prefixes is a lot; however, it is less than a fifth of
the prefixes in a full Internet feed. Today’s enterprise-grade
routers are capable of handling this many prefixes. Estimates
suggest that only 64M bytes of memory are needed, well be-
low their design limits. It seems, then, that ROFL does not
pose an unreasonable memory burden.

Routing table computation time may be more problematic.
Let us first approach it analytically. OSPF is based on Dijk-
stra’s Algorithm [19], which is O(n2) in the number of nodes.
However, this bound is for relatively dense graphs. Many en-
terprise networks and most MANETs are much more sparsely
connected; other algorithms can do much better in such cases.
In particular, by suitable choice of data structures when im-
plementing Dijkstra’s algorithm, the running time can be re-
duced to O(e log2 n) [1, 33].

The analytic approach tells us nothing about the constant,
so it pays to look at real implementations as well. In [49],
Shaikh and Greenberg calculated the CPU time needed for
OSPF updates on a fully-connected, n-node topology, on a
Cisco 7513 router. They do not say which model of Route
Switch Processor was used; the time frame suggests that it
was likely an RSP1 or RSP2. They found that the CPU time
needed was approximately .00000247n2 seconds. For 3,300
nodes, that would come to about 27 seconds, which is a bit on
the high side. However, their paper was published in 2001.
Furthermore, Cisco has a reputation for using relatively slow
CPUs in their routers. Their current top-of-the-line model,
the RSP16, has a 400 Mhz CPU; the RSP2 has a 100 Mhz
CPU.3 Accordingly, we suggest that we can scale that fig-
3http://www.cisco.com/en/US/products/hw/
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ure by a factor of at least 20, which brings the time to about
1.4 seconds, which is clearly acceptable.

There are more important reasons for optimism. Shaikh
and Greenberg measured a fully-connected graph. Our topolo-
gies are not fully connected. There is little published data
on enterprise networks; experience suggests, however, that
most corporate locations outside of data centers have rather
simple and often tree-like topologies. Let us be conservative
and assume a fanout of 10 links per node. Using the formula
given above, it will take about 2700 operations, compared
with the 11,000,000 operations for the fully-connected graph.
The CPU time needed should be almost unmeasurably low,
even on old, slow CPUs.

There is an implicit assumption in this CPU time analy-
sis that the number of prefixes is irrelevant. if there are no
local policies that that cause some services to be routed dif-
ferently than others, this will in fact be the case; the path be-
tween any two nodes will be the same regardless of the port
number addressed. If that is not the case, let us approximate
differently-routed prefixes as separate nodes. The total cost
goes up proportionally to log2 of the number of nodes; let us
continue our assumption that the number of links is 10 per
node. We are thus dealing with about 43,000 and 4300 links;
the result is only 25× larger than in the simpler case: still
very small.

The remaining issue is lookup time. It does not appear to
be an issue, either. [54] describes algorithms whose complex-
ity is O(log2 n) in prefix length. Doubling the prefix length
from a nominal 24 bits on today’s networks to 48 bits should
cost only one extra memory reference. [7] describes a multi-
level lookup algorithm; given the structure of our /48s, this
will work extremely well, though their algorithm is not de-
signed for rapid table updates.

From these analyses, we conclude that our scheme is quite
feasible, probably on today’s platforms and certainly with
minor design changes.

4.2 Privacy and Scanning
A disadvantage of ROFL is that within the policy region,

it exposes the addresses and services running on all internal
nodes. This is indeed an issue; however, we feel that it is not
serious.

Host-scanning is relatively easy. In enterprise networks,
an on-LAN attacker can monitor ARP packets. (In a recent
test by one of us, we detected almost 700 hosts on our depart-
ment’s network, simply by passively monitoring ARP pack-
ets.) In MANETs, most routing protocols disclose the identi-
ties of all nodes. Other host scanning strategies are described
in [5].

Determining available services is not much harder, nor is
it that much more intrusive. “Stealth scans”4 are rarely no-
ticed.

Passive techniques work, too. Eavesdropping on a MANET
is is straight-forward, given a compromised host. In an enter-
prise network, switches frequently “leak” packets intended
for other ports; simply by sitting and listening, a host can
learn of services run on many other machines. While ROFL
makes a scanner’s job somewhat easier, we do not feel that
the difference is great enough to rule it out.

routers/ps359/products_installation_and_
configuration_guide_chapter09186a00801c63a5.
html
4http://www.insecure.org

4.3 Policy Routing
Traditional firewalls have the ability to allow or block traf-

fic based on source address as well as destination address
and port number. While that is possible with ROFL, it is not
as easy.

Doing route selection based in part on source addresses is
a form of policy routing. Policy routing does not receive much
attention today in the intradomain case; for an outline of an
interdomain policy routing architecture, see [20, 52].

Using policy routing to allow traffic based on source ad-
dresses is of dubious utility; source-address spoofing is just
too easy [4,34,40]. We noted in 1994 that “an attacker can still
impersonate a host that is trusted by not on an internal net-
work. One should not trust hosts outside of one’s adminis-
trative control” [14, p. 67]. That said, it is reasonably straight-
forward to encode source address restrictions as constraints
attached to routes [43].

On the other hand, blocking certain source addresses is
more useful, especially if the source of unwanted traffic is
not address-agile. Again, this can be done with constraints
on a path. The recent proposal to add such information to
BGP [38] is intended for exactly that purpose:

This mechanism is designed to, primarily, allow
an upstream autonomous system to perform in-
bound filtering, in their ingress routers of traffic
that a given downstream AS wishes to drop.

For most purposes, we believe that tagging ROFL routes
with positive or negative constraints will suffice. If, however,
local practice dictates that some services should be routed
differently — for example, if traffic for VoIP services should
be routed differently than bulk data transfers — it would be
necessary to develop a full-blown policy routing protocol.

It should be noted that the security guarantees from any
sort of source address constraints are not strong. As noted,
source address spoofing can be used to evade permissive
constraints; similarly, address agility — picking a new (and
perhaps bogus) — address can be used to evade blocks. Fur-
thermore, with ROFL the constraints are sent to each node
within the policy region. Even if the transmission itself is
encrypted, every internal node will be aware of every con-
straint, unless complex and expensive measures — such as
one-way hashes of forbidden source addresses, to be checked
on every packet — are employed.

4.4 Defining Policy Regions
A crucial question in any firewall is defining policy re-

gions, that is which nodes should allowed access to the pro-
tected service. In ROFL, this translates to defining policy
for which routing announcements are forwarded to which
nodes.

It is straight-forward to cut off all services at the aggrega-
tion point. That works if the desired policy region is equiva-
lent to all nodes behind that point. It does not help much if
the desired scope for some service is less.

Consider the network shown in Figure 1, where node A is
announcing services X and Y. Nodes B and C are allowed
access to both services, while D is allowed access to X and E
is allowed access to Y. F is not allowed access to either. In
ROFL, this means that A should announce {A : X, A : Y}
to B and C; both of those nodes can forward {A : X} to D,
while E should see only {A : Y} and F should see neither.

There are two obvious ways to approach this. First, all
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Figure 1: The desired scope of services announced from host A.

relevant nodes could have a policy definition statement. In
C’s case, for example, this statement would give the restric-
tions on what could be reannounced to D and E. This ap-
proach, though complex, might work for reasonably static
nodes; it would not work well for MANETs. A better ap-
proach there would be to embed policy constraints in the
routing announcements originating from A. In either case,
the actual announcement becomes a form of routing policy;
see Section 5 for more on that.

Regardless of which technique is used, the hard part is un-
derstanding the desired policy. This is primarily a human fac-
tors question.

4.5 Routing and Security
Since we are using to implement a security mechanism, it

is fair to inquire if the underlying mechanism is secure. That
is, if routing is insecure, are we building on network security
on a foundation of sand.

It is well-known that routing protocols are insecure; see,
for example, [4, 21, 35, 42, 44] and many more. However, to
say this begs the question of what “insecure” means in this
context.

Traditional routing security work has focused on the at-
tacker trying to attract traffic, for examination, modification,
or outright discard. That sort of misbehavior is not a threat to
our scheme. Rather, we rely on routers not forwarding traffic
for which they have no valid routes. For the most part, an
attacker cannot influence this.

Consider a service announced within some policy region
P. If the attacker is within P, there is no incremental dan-
ger from a routing attack; the attacker can already send evil
packets towards the target. Assume, then, that the attacker
is not within P. Fraudulently announcing the service from
there attracts packets to the attacker’s node, but does noth-
ing to send the packets towards the target.

The attacker’s remaining choice is to compromise a node
within P and send a fraudulent announcement to a neigh-
boring router outside of P. This would indeed allow attack
traffic to flow. However, the incremental risk is minimal. An
attacker within P could just as easily launch the attack itself,
or create a tunnel to the actual attacker. We thus conclude
that there is no incremental risk of attack to using routing
protocols as a firewall mechanism.

The situation is similar for infinity routes. An attacker
might try to cause a denial of service attack by announcing
fraudulent infinity routes to some node. However, the real

announcement for that node will have a lower metric than
∞; as such, it will be preferred by uncorrupted routers.

The remaining threat is fraudulent announcement of a ser-
vice by an enemy who for some reason cannot launch an at-
tack directly. One possible scenario might be a man-in-the-
middle attacker on some link who wished to remain covert.
While we regard this as a low probability event, it can be
dealt with via link security or by such mechanisms as [30],
[23], or simple link-layer authentication.

5. THEORY OF ROUTING ALGEBRA
Since ROFL is an architecture to deploy firewall through

routing, the results of routing algebra will be useful to shed
light on the robustness of firewalling by means of routing
protocols. Routing algebra [13,50] is a theoretical framework
to capture and model general routing protocols, which have
become increasingly more sophisticated and complex in re-
cent years. In the past, routing protocols such as OSPF and
RIP were usually designed to optimize a certain global met-
ric (e.g. finding the shortest paths, or the most reliable paths).
However, in the policy-driven settings as in inter-domain
routing, different ISPs often have different considerations for
selecting forwarding paths. For instance, BGP [47] allows a
high degree of flexibility for customizing route import and
export mechanisms at routers; this can create highly com-
plex behaviour in inter-domain routing, driven by a variety
of factors such as business relations, traffic engineering, and
security concerns.

Unlike metric-optimizing routing protocols (e.g. OSFP and
RIP), it has been reported in the literature that it is easy to
construct settings of policy-based routing protocols with network-
wide deleterious consequences. For instance, (1) there can
be no consistent configuration to which the routing proto-
col can converge [39], or (2) there are non-unique and non-
deterministic configurations given by the routing protocol
[12,26], or (3) even a consistent configuration exists, the rout-
ing protocol still cannot converge to it under asynchronous
communications [11, 12].

Sobrinho [50] proposes a generic routing algebra to under-
stand the robust settings in policy-based routing, and derives
a machine-checkable sufficient condition (called monotonic-
ity) that guarantees the existence of consistent routing con-
figuration. Griffin and Sobrinho [28] used routing algebra to
develop a metalanguage (called metarouting) for construct-
ing desirable settings that satisfies monotonicity.

Here we argue that the framework of routing algebra in
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[13, 50] is sufficiently generic to capture the mechanism of
ROFL. By utilizing the same routing algebra to describe both
routing and firewalling, we can develop a unifying approach
for modeling, reasoning, and constructing robust routing and
firewalling.

Routing algebra is motivated by the recognition that a path
may not be only associated by a metric cost, but also can be
abstractly associated by a signature. And the operation that
translates a signature on an in-coming link to an out-going
link can be heterogeneous on different nodes of the network.

In the following, we briefly describe routing algebra and
discuss the relevance to ROFL. A routing algebra is a tuple:

A = (S, Λ,⊗)

where S is an ordered set of signatures:

S = (Σ,¹)

such that Σ is a set of signatures assigned to each path, and¹
is the order to prioritize different signatures (the lesser means
the more preferable). Λ is a set of labels assigned by routers
on the ongoing links, and ⊗ : Λ× Σ → Σ is an operator that
produces a signature when a path with a certain signature is
extended by a link with a label.

A sufficient condition in routing algebra that guarantees
the existence of network-wide consistent condition is mono-
tonicity [50]:

λ⊗ σ º σ

for any σ ∈ Σ and λ ∈ Λ. The basic idea of monotonicity is
to make all extended paths carrying a less preferable signa-
ture, and hence, creates loop-free preference. Monotonicity is
shown to imply a well-known condition for the convergence
in BGP with customer-provider-peer relations [27].

Monotonicity also applies to distributed or hybrid firewalling,
such that the existence of robust firewall configuration can be
attained in a machine-checkable manner. This lends the use-
fulness of routing algebra to the context of security systems.

The more general setting of routing algebra allows us to
model sophisticated operations of ROFL, which otherwise
can not be regarded as short-path routing in the Internet. For
instance, the scenario of source-based policy regions in Sec-
tion 4.4 can not be captured as a shortest path routing prob-
lem, which nonetheless can be subsumed by routing algebra.

We aim to prove that a sufficient condition that is similar
to monotonicity in policy-based routing will be also useful
to establish robust deployment of firewall by ROFL. We will
use our policy algebra — a formal model of outsourced fire-
wall policies — to map ROFL into the routing algebra. We
will show how the deployment of firewalls can be checked in
an automatic manner to guarantee that ROFL can converge
to a network-wide firewall enforcement in a deterministic
manner, even in the presence of asynchronous communica-
tions among routers.

6. RELATED WORK
The notion of using port numbers as part of the address

is an old one. It was considered as part of the design of
TCP/IP [10]. In the same time frame, Pup [6] and the Xe-
rox Network System architecture [55] included the “socket
number” as part of an address; the other two parts were a
network number and a -bit host number. However, only the
network number was used for routing.

Bellovin discussed including services as a component of IP
addresses [2], as part of the process that led to the design of
IPv6 [18]. Later, he and Gleitz proposed a design involving
an IP address per process group [24], as an aid to firewalls.

A closer match to ROFL may be found in [38]. In it, a
BGP [47] extension is proposed that describes a flow specifica-
tion, i.e., a combination of a protocol number and the 4-tuple
〈source host, source port, destination host, destination port〉.
The purpose of this scheme is allow early drop of traffic in-
volved in a denial-of-service attack; as such, it can be used
to implement Pushback [32, 37] or remotely-triggered black
hole filtering (see, for example, [16] or [25]). As noted earlier,
the authors did not intend it for positive action, i.e., routing
to a service.

SANE and Ethane [8,9] are similar, in that they have many
forwarding nodes within the network enforcing a security
policy. However, the scheme is intended for centralized pol-
icy control, rather than source-specific policy decisions. As
such, it requires the central policy controller to be in contact
with all forwarding nodes whenever policy changes. Fur-
thermore, it lacks the built-in universal enforcement guar-
antees provided by the routing mechanisms ROFL relies on;
this in turn means that it could not cope well with a MANET
environment where the topology frequently changes.

In a more philosophical vein, application firewalls [15] and
Network Address Translators (NATs) [29,31,51] derive much
of their protective power because the hosts behind them have
addresses that are not advertised. In this sense, they rely
on the same principle we are using: something that isn’t ad-
dressable can’t be reached.

7. CONCLUSIONS
We have presented a firewall mechanism that has signif-

icant advantages over conventional packet filters, pure dis-
tributed firewalls, and hybrid firewalls.

There are a number of extensions that may also prove use-
ful. We mention them here; we may pursue them further af-
ter more analysis. One is to route on IPsec SPIs [36] instead of
the port numbers. Without that, encrypted traffic can’t take
advantage of ROFL, since the port numbers are not visible to
intermediate nodes. Routing on SPIs will permit early drop
of many fake packets. It is especially useful if fine-grained
SPIs are used, as in distributed firewalls.

A second extension would be to separate the port number
from the IP address, and instead pass a list of permitted or
prohibited port numbers along with a prefix announcement:

{192.0.2.42/32, {25, 80}, M}
That would permit a single announcement (and hence FIB
entry) to handle many services. Perhaps more importantly, it
would easily handle the case of an entire network wishing to
permit a single service:

{192.0.2.0/24, {25, 80}, M}
On the other hand, this would require an additional lookup
step not part of destination prefix matching; additionally, it
might conflict with the desire to route different services dif-
ferently.

Our scheme can be deployed in more or less any enterprise
network. That said, it is especially well-suited to MANETs
for several reasons:

• Edge-filtering in MANETs is less useful. Individual
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nodes are at much greater risk of physical compromise,
especially in military scenarios. There is thus much
more risk of an attack coming from within the firewall.

• MANETs tend to have a more complex internal con-
nectivity graph. Traffic in a MANET tends to traverse
many more router hops than in an enterprise network.
In our design, this provides many more opportunities
for filtering.

• MANET nodes are frequently battery-constrained, mak-
ing forwarding a very expensive operation. Dropping
unwanted traffic early is thus a major benefit, espe-
cially as compared with distributed firewalls.

• Many MANET routing protocols already carry full /32s
for each node, since they cannot rely on the topologi-
cal properties of fixed networks that permit address ag-
gregation. Furthermore, most MANET nodes run very
few services — they rarely run Windows Vista! Conse-
quently, the increment in the size of the routing table is
quite modest, probably no more than a factor of 2 or 3.

ROFL does stretch the purposes of the routing system. That
said, our analysis shows that implementations should be fea-
sible, even on very modest equipment.
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