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ABSTRACT
Traditionally, if someone did some act that required forgive-
ness, there were social norms in place for such forgiveness to
happen. Over time, the act is also typically forgotten. And,
should the person not be forgiven and the social pressure
become too great, he had the option of moving to a new
location for a fresh start. Yet with the Internet, these op-
tions are no longer available. Worse, activities which tradi-
tionally did not even require forgiveness are now impacting
lives in unexpected ways, and are never forgotten. There
are, however, technical approaches that could be applied to
the problem, such as (1) controlling dissemination through
new access control models or cryptographic approaches, (2)
flooding the web with contrary information, (3) leading users
to believe the information applies to someone else, (4) chang-
ing the semantics of what was written, and (5) finding a way
to take advantage of the inconvenient information. In this
paper we discuss the social act of forgiveness, and go into
detail on the possible technical approaches to “forgetting”
without deleting.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues—
Privacy, Use/abuse of power, ethics, human safety

Keywords
Digital forgetting; ethics of forgetting; how to digitally forget

1. INTRODUCTION
The Internet can be an unforgiving place. Once data is

posted on it, it is immediately indexed, searchable, and pre-
served for eternity. The question of whether or not this
should be the case is a hot button issue that has received
much attention in the news, most recently regarding the Eu-
ropean Union’s proposal of a “right to be forgotten” law [35].
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The law, which is part of an expansive set of policies to
regulate personal data protections, would essentially allow
individuals to withdraw their consent to use personal data
they have posted online at any time, thereby putting the
onus on those collecting the data, rather than the individ-
ual posting the data, to prove why those records should be
kept and monitored. Many individuals, lawmakers, and or-
ganizations have labeled the deletion of such records tanta-
mount to “rewriting history”, “censorship”, and promoting
“digital death” [18, 19, 33, 46]. As Mayes [33] argues in
The Guardian, “Being forgotten might sound appealing for
some, but making a right out of it degrades the concept of
rights. Instead of being something that embodies the rela-
tionship between the individual and society, it pretends that
relationship doesn’t exist”.

Most of these equate the concept of “digital forgetting”
with “digital deletion” or “rewriting history” [18, 33, 46].
However, this need not be. In the case of rewriting history,
the assumption that deletion of public information on the
Internet is tantamount to destroying a true record of an
event is false. It gives power to search engines to be the
ultimate authority on historical accuracy, which is simply
not the case. In the case of public records of someone’s
criminal past, the digital record is not the legal one. Even if
information was removed online, the criminal record would
not cease to exist. It would simply require individuals to
move to offline or private digital repositories (e.g., restricted
police records) for tracking down the data they seek. This
is no different than in the pre-Internet age.

This ability for information to fade into the archives is
what has allowed individuals to let their past mistakes be
“forgiven” through being “forgotten”. In the past, individu-
als were able to move and start over in new places without
having news of their past indiscretions travel with them. As
Etzioni and Bhat [18] also remind us, “The idea that people
deserve a second chance is an important American value”.
In the digital age, however, we are not afforded the luxury
of burying past mistakes and starting over. Those mistakes
are always one Google search away, disallowing a return to
obscurity. Don’t those in the digital age have a right to
have their “digital sins” be forgiven? If so, is it possible to
do so while circumventing the ethical issue of data deletion?
In this article, we argue that yes, individuals should have
a limited right to have their actions “forgotten” and yes, it
is possible to do this not by deleting information but by
obfuscating it.
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In this paper we examine the social aspects of forgiveness
(Section 2), followed by presenting several possible technical
approaches to forgetting in Section 3. We then discuss some
of the legal and social aspects of applying these technical
approaches, such as the notion that we might be “rewrit-
ing history” in doing so, along with how these approaches
might have negative consequences, followed by conclusions
in Section 6. Our contributions include the suggestion of
multiple technical approaches to allowing individuals to not
be haunted by their online past, including methods to con-
trol the dissemination of information (such as originator-
controlled access control and cryptographic schemes), de-
ceiving the searcher by hiding the real information amongst
decoy information, falsely attributing your actions to an-
other individual with the same name, changing the seman-
tics of the published information, and encouraging the data
holder to not disseminate the information.

2. WHY FORGIVE?
Discussions of forgiveness are invariably bound up with

issues of privacy and identity, deception and transparency,
the public’s right to know and the individual’s need to be
forgiven — to be permitted to re-invent and improve oneself
without the burden of past transgressions.

Forgiveness is a fundamental construct in many religions
and cultures. In some religions, individuals are commanded
not to discuss or gossip about a person’s past behaviors; in
others, unconditional forgiveness is a sacred virtue. In these
instances, the emphasis is on forgiving — acknowledging the
wrongdoing, but restoring the individual’s place in society.
Even when forgiveness is granted, the public expression of
forgiveness is often some form of forgetting. The embarrass-
ing or illegal activity is no longer talked about [45], or, as in
the case of the tragic shooting in an Amish schoolhouse, the
physical reminders are demolished and entirely removed [3,
43]. Although these communities may forgive a transgres-
sion, if the transgression is reported on the Web, the rest
of the global community may never forget nor forgive the
individuals involved.

Early in the evolution of the Internet, the digerati pro-
claimed a new era in which individuals could explore new
identities and interact with one another without the bag-
gage of the past or present. Second Life celebrated the
chance to reinvent oneself; people in communities and fo-
rums were encouraged to have multiple aliases — to have
a business identity, and family identity, and membership in
multiple online communities [54]; however, Facebook and
other social media sites encourage the blending of business
and private lives, and the merged expression of public and
private lives [45]. The success of these sites argues for their
desirability. The danger is that information from one sphere
of life can damage an individual’s status in another sphere
of life. The leakage from personal to professional, from one
community to another, is especially dire in a Web that never
forgets nor forgives.

In 2006, a student teacher posted a MySpace photo that
showed her wearing a pirate hat and drinking from a plastic
cup. The caption read “Drunken Pirate” and may or may
not have reflected her true state or what was in the cup from
which she was drinking. However, this photo with caption
was the basis for denying her a teaching degree. As of 2010,
she was employed in another occupation [45]. Her “inap-
propriate” activity was legal, off-duty conduct; however, the

web does not forget, and viewers might not have a sense
of humor. What is significant here is that the individual
involved was engaged in a legal activity and she was not
advised to simply remove the inappropriate photo. Rather,
she was denied certification in her chosen profession.

The danger going forward is that newer methods of discov-
ery and correlation will make it easier for businesses, adver-
saries, and the merely curious to discover unpleasant truths
about individuals. We may see in the future an “Equifax”
of reputation where employers or banks can go to discover
someone’s cooperativeness, reliability, activities and affilia-
tions [45]. The scope of tomorrow’s search will not be lim-
ited to what someone posts on their Facebook site, but also
on untagged photos, comments from others, group member-
ships, credit card purchases, comments made by the person
while using another online alias, etc.

There is a tension here between two social needs. One
is the social need for transparency and public safety. For
example, employers want to know if a prospective hire has
a police record, if they engage in drunkenness, if they make
negative statements about their employers on blogs, and if
others in their profession admire or criticize them. Voters
want to know if the politicians they elect act appropriately,
and consumers desire information about the businesses, doc-
tors, and products they use. The other is the social need
for privacy and to allow individuals a chance to improve
themselves, to reinvent themselves, and to interact with oth-
ers without constant reminders of transgressions from years
past. To resolve this tension, we can apply a paraphrase of
Etzioni’s rubric for disrupting privacy rights [17]:

1. What is the present and future danger to public health
and safety if the damaging information is removed or
obscured?

2. Can the danger be reasonably countered if the damag-
ing information is not discoverable?

3. If the damaging information should not or cannot be
removed or obscured, can we minimize its negative im-
pact on the individual?

4. If the information is removed or obscured or if we min-
imize its impact, can we treat the undesirable side ef-
fects?

In brief, if removing the damaging information benefits
the individual and does not harm anyone, then the infor-
mation should be removed, modified or made difficult to
discover. But in a Web that does not forget and encourages
connections between data, this is not easily achieved. The
solutions that have been offered run the gamut from legal
to social to technical: some have argued for laws requiring
the removal of all false or slanderous posts when the website
owner is notified, but this does not remove true but embar-
rassing information. Others have argued for laws prohibiting
or constraining the use of information about lawful, off-duty
conduct in hiring, firing, and promotion decisions [45].

Social solutions tend to be utopian, hoping that trans-
parency will eventually give way to social acceptance of past
transgressions that no longer pose a risk. Technical solutions
tend to focus on either (1) removing the damaging informa-
tion after some period of time either by explicitly deleting all
known copies of the data or by initially encrypting the infor-
mation and destroying the encryption key after some dura-
tion [21], or (2) making the information difficult to find [44].
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For example, reputation.com claims to hide negative infor-
mation by shifting the ranking of online content, making it
more likely that links to positive information will be posted
in the first several pages of a web search. None of these so-
lutions are perfect and some combination of technical, social
and legal advances will be necessary.

It is in society’s best interest to care about this issue. If
employers only hire those with “clean” slates, they may be
surprised to learn that their employees conform but do not
push the limits and innovate. If individuals fear reprisals
for lawful but embarrassing conduct, they may feel overly
constrained and stressed. In a knowledge society that val-
ues diversity and creativity, individuals should be allowed to
mature, improve and re-invent themselves. The question is
how best to achieve that goal.

3. DIGITAL “FORGETTING”
Forgiveness, in this context, encompasses forgetting as

well as the more traditional “forgiving”. The idea is that
by somehow removing the data about the incident that one
wishes to be forgiven for, the entire notion of “forgiveness”
becomes irrelevant. One cannot find the data about the
action1 that one needs to be forgiven for.

Several countries have passed, or are attempting to pass,
“right to be forgotten” laws that mandate providers remove
information from the Web and other sources [25, 4, 28]. The
basis for what follows is an assumption that such laws will
be ineffective for technical, social, political, and legal rea-
sons. We also note that our work covers only data stored
on the Web, although it may provide insights useful in other
realms. In particular, absent the memory erasing technology
described in Philip K. Dick’s short story “‘Paycheck” [15],
memories of actions and events will remain. But the memo-
ries can be denigrated as incorrect or misleading in the ab-
sence of evidence, and so our work focuses on the evidence.

In the following subsections, we explore several approaches
to coping with released information without having the abil-
ity to delete it. These approaches range from access control,
to cryptographic approaches, to deception, to linguistic ap-
proaches.

3.1 Controlling Dissemination
If information about an action cannot be disseminated,

then it cannot be found. Therefore, controlling the dissem-
ination of information enables someone to prevent sets of
people from seeing that information. This immediately sug-
gests an ORCON model [22].

Originator-Controlled access control gives the “origina-
tor” the ability to grant or revoke access to the information
rather than the containing entity (usually a file). Thus, if
Anne “originates” the information about her, and she prop-
agates it to Betty, Caroline, and Dana, Dana can send it on
to Elizabeth only with Anne’s consent. Furthermore, once
Anne decides to revoke access to the data, Betty should not
be able to read it any more. Hence our purpose requires
a “temporal ORCON” model, in which the originator can
revoke access as well as grant or deny it.

The ability to delete (or revoke access to) data may have
a number of undesirable consequences. First, any notion of

1Technically, one can also need forgiveness for thoughts. As
thoughts are not visible to external observers, but actions
resulting from those thoughts are, we focus on actions.

data provenance will be compromised, so the notion of “re-
vocation” must either include changing the relevant prove-
nance, or accepting that the integrity of the provenance must
be compromised. It will also affect other data further down-
stream. For example, if the data is used in a novel, then
revoking access to the data requires revoking access to those
parts of the novel that use that data. One then must take
into account other data derived from the data that is to be
suppressed. In essence, we are faced with the problem of
revoking access not simply to the data d, but also to trans-
formations of the data f1(d), . . . , fn(d). Determining these
outputs from the transformations when the transformations
are not known appears to be an insoluble problem; either too
much or too little will be suppressed. Furthermore, the situ-
ation where the data is being processed raises an additional
complication, because the data must be removed from mem-
ory; while conceptually this is a detail, in practice it adds
complications about tracking the data as it flows through
all parts of the system (including peripherals such as video
monitors).

Perhaps a different structure of the data would help here.
Instead of propagating data, consider propagating links to
the data only. This is akin to providing capabilities, which
identify the address (location) of the object and the rights
that the possessor of the capability has over the object. To
simplify revocation, the address is typically indirect, point-
ing to an entry in a “global object table” that contains the
address of the object. Then, to revoke access, the entry in
the global object table is altered. This prevents access to
the raw data. But tracking the derivatives obtained from
that data will require some method of tracking, such as a
tamperproof provenance, to avoid the problem noted in the
preceding paragraph. How to construct a provenance is be-
yond the scope of this paper, but we do note that the initial
content of the provenance is critical [20]. This is an area
that needs to be explored in more detail.

Other approaches apply a notion of ephemeralness to the
data. That is, after some period of time, the data and all
copies of it become unavailable. The need to allow data to
age is one that businesses are acutely aware of: as infor-
mation continues to be generated at ever-increasing rates, a
hierarchical approach to dealing with less-current data be-
comes necessary. The practice of information lifecycle man-
agement (ILM) deals with these concerns and while strategy
is not universally codified [12], it is one that many compa-
nies use and that databases such as Oracle support. Much
like how paper records eventually become consigned to large
warehouses in rural areas after their retention period expires,
the strategy behind ILM is to move data to less accessible
storage as it ages and becomes less immediately relevant,
such that old data will eventually be relegated to tape stor-
age and possibly go offline altogether.

Unfortunately, these mechanisms are not available to the
regular user, so other methods of allowing them to control
data lifetime are necessary. Users are acting as content cre-
ators; hence it may be reasonable for them to desire control-
ling that content through the same types of digital rights
management schemes that have been proposed to secure
other content. Unfortunately, as we have seen, DRM is often
applied in a ham-fisted way that serves to irritate legitimate
users rather than providing meaningful content protection,
as these protection mechanisms tend to be quickly broken.
Perhaps better schemes may be designed or managed when
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DRM mechanisms are decentralized and individual users are
the ones managing their rights over the content that they
produce. Solving issues such as the “analogue hole”, where
data can be exfiltrated through other means, will continue
to remain an issue, however.

Another way to ensure that data lifetime is respected is
for the application or underlying platform itself to enforce
data deletion after a period of time. Several such schemes
have been proposed [9, 39]. For example, Geambasu et al.’s
Vanish proposal does exactly this, where information can be
set to“self-destruct”after a given amount of time. It is based
on the concept of shattering a key used to decrypt a piece
of data and having the key shards stored in a distributed
hash table, where the shards will erode over time due to
churn of the nodes and built-in timeouts where DHT nodes
purge their data periodically. Without the necessary num-
ber of key fragments to reconstruct the decryption key, the
data becomes permanently unreadable. Proper implemen-
tation of this scheme is extremely important, as weaknesses
in the DHT mapping algorithm can allow reconstruction of
the key shards. This is the basis behind the unVanish at-
tack [62], which allows extraction of key shares from the
DHT in an efficient manner before they expire. Services
such as SnapChat [1] have been designed to automatically
remove material from smartphones a set amount of time af-
ter it has been viewed, but even the designers of the app
have said that privacy of the data is not its primary pur-
pose, as other means (e.g., the analogue hole) can be used
to extract this information, and ways to preserve the picture
after it expires are straightforward [16]. Thus, defense mech-
anisms are complex from an implementation standpoint and
circumvention is still a difficult problem to overcome.

It should be noted that there are problems with control-
ling dissemination. For example, one often does not know
what data one wishes to control, and so one has to have
mechanisms to enable the control of all data. Legal and
social problems abound; for example, who owns a criminal
record — the convicted criminal, the victims, the police,
courts, or some other entity or combination of entities? In a
transnational Internet, who decides these questions? Thus,
from the practical point of implementation, controlling the
dissemination seems impractical.

3.2 Hiding
If controlling dissemination is unsuitable, hiding the ac-

tion might prove more successful. The idea here is to conceal
the action so that the data concerning it is difficult to locate.
This can be done in a number of ways.

3.2.1 Deception and Flooding
In litigation, when one party asks for discovery from an-

other party, the second may simply show the first several
warehouses of documents (or the electronic equivalent), forc-
ing the first party to spend much time looking through the
documents for what they need (and, not coincidentally, mak-
ing it harder to find that information). This is the idea be-
hind the approach of flooding. To see its effectiveness in
computer security, recall that a standard lament of security
officers who analyze data from intrusion detection systems is
that the amount of low-level data is often overwhelming, and
obscures information about serious attacks. For this reason,
a number of techniques abstract high-level events from these
logs.

The approach that we are proposing is for the subject
to release large amounts of similar information that is not
correct. The viewer must then pick the correct confidential
information from the mass of incorrect information. This
requires the production of synthetic, but convincing, data,
and then ensuring it is released in a manner convincing to
the adversaries who will view this data. This approach has
been used successfully in warfare, for example to obscure
the destination of the Allied attack on southern Europe in
World War II [34, 31]. In that episode, the Allies created
a false persona that convinced the German High Command
that the attack would come at Sardinia rather than Sicily,
which was the obvious point of attack.2 The point of rele-
vance here is that the information in the documents pointed
to disinformation that would aim to convince the Germans
that the attack would aim for Sicily. Thus, even if German
agents uncovered information about the real target, the de-
ception would lead them to believe the correct information
was actually a trick.

Computer decoys are an example of this approach. Stoll’s
efforts to trace and trap an intruder in the Lawrence Berke-
ley National Laboratory computer network [51, 50] involved
creating a false document that took the attacker several
hours to download, distracting him from his search for sim-
ilar documents. Cheswick [13] used a similar approach to
distract an attacker, leading him or her to think that the
attacks were successful. Honeypots and honey nets are also
examples of these systems, the goal being to draw the attack-
ers onto a controlled platform where they may be monitored
and occupied so they do not disrupt the production systems
and work.

A good example of a situation where this approach is effec-
tive is for the insider attack [11]. Bowen et al. [10] suggested
using decoy documents to require an attacker to distinguish
real information from false information, thereby confusing
the attacker; this also allows the defenders to monitor those
decoys, and hence the actions of the attackers. Ben Salem
and Stolfo [7] characterize the desirable properties of decoys
they have found effective. Voris et al. [57] discuss how to
craft such decoys automatically.

Therefore, to conceal the information, one simply creates
and disseminates false information that is very similar to
the information to be hidden (or, in this context, one should
say“obscured”). The decoy generation tools proposed for the
insider problem may help here. Then one trying to discover
the true information must determine how to distinguish it
from the plethora of false information available. If one can
arrange for search engines to feature the false information
prominently, then so much the better.

This technique is vaguely reminiscent of phishing, where
large numbers of phishing emails are sent out in the hopes
that some will find their mark. Often more effective are
targeted phishing attacks, where the email is crafted to be
credible to a particular person; this is called “spear phish-
ing”. A similar approach for deception is appropriate here:
aim at a specific part of the information, specifically whom
it is about.

3.2.2 False Attribution
A variant of this technique is to attribute the act to some-

one else. This leaves the information intact, but changes the

2Indeed, Churchill said that “anybody but a damn’ fool
would know it is Sicily” [34, p. 24]
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target of the information. Ethically, this approach is highly
questionable; but a discussion of the conditions under which
such diversions are unethical is outside the scope of this pa-
per.

Consider a report that “Matt Bishop wrote a paper on
cyberwarfare.” The author is ambiguous; is it the com-
puter scientist Matt Bishop of the University of California at
Davis, the political scientist Matt Bishop of the University
of Sheffield, or one of the myriad of other Matt Bishops in ei-
ther field? Similarly, if one reads in a blog that“Carrie Gates
likes electronic music”, is that the computer scientist Carrie
Gates or the VJ Carrie Gates? In all cases, the confusion
is accidental because two people have the same name. But
such confusion could also be created deliberately—especially
in these days of on-line identities that can be bogus.

Identity management schemes enable the disambiguation
of identities, and so would seem to solve this problem. In
theory, they could; but several practical considerations arise.
First, there is no universal naming scheme that everyone
subscribes to, and given the experiences with certificate man-
agement systems, such a scheme is unlikely ever to be adopted.
Thus, while unique naming may be effective for members of
an identity management system, it will not provide adequate
identification for those not in the system. Second, when one
joins such an identity management system, what steps are
taken to ensure that the identification is correct initially?
History is replete with examples of impersonations, and the
Web is a fertile source for identity theft, which enables such
impersonation. Third, people move on, and often do not
maintain their membership in identity systems so that the
information is up to date. If identity is bound to a role, for
example, such actions could result in mis-identifications.

In essence, this is a problem of attribution. The identity
of the entity to which the data refers is bound to the data
in some way (possibly by being part of the data, possibly by
being external to but bound to the data). So the idea is to
change the referent of the bound entity, and not the binding.
This requires obscuring or changing the interpretation of the
identification of the entity.

This also suggests a more general approach: reinterpret
the data itself.

3.2.3 Change the Semantics
For the third approach, imagine again the situation of

the teacher who was denied promotion partially due to the
“drunken pirate”picture surfacing of her on the Internet [45].
Although there was no proof that what the teacher was
drinking was actually alcoholic or not, the potential “inap-
propriateness” of her behavior in the photograph due to the
caption was enough to render her“guilty”. Imagine again the
same picture, instead with a caption reading “Emily having
fun at Kevin’s birthday party” or “Look how brave Emily
is for trying Kevin’s homemade Jamba Juice”. Would the
teacher likely have received such harsh judgment? Probably
not.

Contextual ambiguity and impression formation has long
been the bane and boon of computer-mediated communi-
cation, and has long been the subject of research in So-
cial Psychology, Applied Linguistics and Communication
Studies [8, 32, 42, 48]. Much research has investigated the
breadth/depth of impressions online [24, 59, 60], extralin-
guistic factors influencing impressions (e.g. skepticism, par-
alanguage, sociability) [56], and linguistic factors influencing

impressions [27, 37, 52]. And despite the lack of nonver-
bal and social context cues available in computer-mediated
communication, research has shown abundant evidence of
the development of complex, interpersonal relationships on-
line, even in the absence of such cues [38, 58, 61]. Although
the research has been decidedly agnostic regarding whether
this contextual ambiguity is a good or bad thing, few if any
have looked at the possibility of manipulating linguistic cues
to increase ambiguity, and the social reasons for doing so.
However, by changing the possibility of what a picture or sit-
uation could plausibly represent, we could introduce enough
uncertainty about what was really occurring as to protect
oneself from a potentially damaging attack using that pic-
ture/situation in the future.

One way that we might be able to do this systematically
in the future is to harness the increasing number of corpus-
based semantic models (CSMs) being designed to identify
semantic relationships between words [5, 30, 29]. CSMs are
designed to scan large bodies of naturally occurring texts
and extract information about both the contextual meaning
of particular words within those texts as well as their seman-
tic similarity to other words within those texts. However, as
Baroni et al. [5] point out,“CSMs might be very good at find-
ing out that two concepts are similar, but they tell us little
about the internal structure of concepts and, hence, why or
how they are similar” [5, p. 223]. With the design of CSMs
like Strudel [5], researchers have begun not only to identify
which words have relationships with one another but also
have automatized what the semantic relationships between
those words are. For example, now we cannot only identify
that dogs are related to cats and the other words/phrases
that co-occur with these terms in different contextual situa-
tions, but that the salient “properties” of dogs are that they
fit into the category of animals and that typical behavior is
that they bark. This is a departure from other CSMs de-
signed to extract contextual features of words from texts [2,
14, 40, 41] because the potential identifying features do not
have to manually entered and customized in advance.

With photographs, the range of potential meanings to ex-
plain the story of the photo is vast. By identifying the con-
textual and linguistic features tagged in the original photo, it
could help us identify other plausible contextual situations
to explain the same photo. While Baroni et al. [5] admit
that Strudel and other models cannot yet handle polysemous
words3, these types of algorithms take us one step closer
to automatically identifying linguistic phrases and contexts
that could be plausibly used to retag “offending” or “danger-
ous” photos or comments surfacing online for which we want
to provide alternative interpretations.

3.3 Inconveniencing the Interpreter
An approach that has proved effective in other environ-

ments is to accept that the information is now known and, in
effect, make it prominent enough in some way to gain some
advantage from its leaking. This does not hide the confiden-
tial information, but it can illuminate previously unknown
adversaries. For example, one then can set traps to detect
an adversary exploiting that information, perhaps by adding
markers or bogus information that will reveal an attacker
trying to exploit it. Stoll’s work, mentioned earlier, the de-

3Polysemous words are words that have multiple similar
meanings. [55]
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coy work in insider detection, and honeypots and honeynets
are all examples of this.

An alternative approach is to tie it to other information
so that the combined data produces an unbelievable inter-
pretation, or will inhibit others from promulgating it. Tip
O’Neill recounts such an incident in his autobiography [36],
when reporters for the Boston Globe tried to obtain a list of
donors, which O’Neill refused to provide, in order to protect
the donors from being approached by others for money. The
resulting story suggested that O’Neill had something to hide.
O’Neill immediately sent the list of donors, and amounts, to
the publisher of the paper, saying he was welcome to print
all of the names — but only if he printed all the names. The
publisher of the paper was one of the donors in the list. The
story was dropped.

This technique clearly will not always work. The risk
of the adversary distinguishing the false information from
the accurate information, or of deciding the embarrassment
of exposing the ancillary information is worth exposing the
private information, may make this tactic untenable. But
when it does work, this tactic is remarkably satisfying.

3.4 Metrics for Forgetting
Quantifying the effect to which information can be effec-

tively forgiven and forgotten is a very difficult problem for
which metrics are not readily derived. One way in which
the security community has considered the quantification
of costs has been through the concept of “work factor,” an
attempt to quantify the cost of breaking the security of a
system. While such an approach can be related to com-
putational complexity in the cryptography community, it is
less obvious how to apply this to other areas of security.
Saltzer and Schroeder [47] considered the principle of work
factor and noted that many protection mechanisms cannot
be directly calculated with it. Moreover, estimating these
calculated values can be extremely difficult.

Additionally, many of the measures that we are consider-
ing may not be directly quantifiable using a single metric,
or its value may be less apparent. For example, one could
consider an information-theoretic approach to quantifying
data lost or “forgotten,” but such an approach would not be
able to properly characterize a measure such as changing the
semantics of the information presented. Information in this
case is not lost, but rather re-contextualized, and reducing
this to a single metric compatible with approaches such as
flooding may not be possible. As a result, the solution to
assigning a metric may require a vector rather than scalar
quantity, with the metric adapted to a particular scheme.
Even subjective measurements of work produce different re-
sults when evaluated by different workload scales and are
dependent on context for an appropriate measurement [26].

It may be possible to attempt to quantify the work in-
volved in performing any particular technique such as the
effort involved in designing a flooding scheme or developing
a new semantic model if such tasks are considered activi-
ties that could be profiled with cognitive metrics [23], but
determining the outcome of these approaches and assigning
quantifiable metrics to the efficacy of the results remains an
open research problem.

4. GENERAL DISCUSSION
The notion of being able to “forgive and forget” individ-

uals on the Internet opens up a number of non-technical

issues in addition to the development of possible technical
approaches. And these issues may prove to be more difficult
than technical solutions.

The first issue is an inherent assumption about who owns
the information. If you want to be forgiven for something,
and for the world to forget that it happened rather than hav-
ing perpetual reminders, then it implies that you own this
information about yourself, and should therefore be able to
take steps to eliminate it. But is this actually the case?
For example, the person who stores the information — and
therefore has access to it — can be said to “own” the infor-
mation, given that they have the ability to delete or modify
it. But what if this information is about another person?
Beyond this, who controls the interpretation of the informa-
tion? The same piece of factual information can be written
such that one has sympathy and understanding for the in-
dividual’s plight, or that one vilifies the individual.

Further complicating matters is a legal notion of forget-
fulness, which varies by country. For example, under Ger-
man privacy law, a person has the right for their name and
likeness to be protected. There is a recent example of a con-
victed murderer suing Wikipedia to have his name removed
as having been the person who murdered actor Walter Sedl-
mayr, citing German privacy laws [28]:

“Our client has served 15 years of his life sen-
tence for murdering Mr. Sedlmayr in 1990. He
has been released on parole [sic] in August 2007.
His rehabilitation and his future life outside the
prison system is severely impacted by your un-
willingness to anonymize any articles dealing with
the murder of Mr. Sedlmayr with regard to our
client’s involvement,” according to the Oct. 27
cease-and-desist letter, which demands legal fees
and compensation for “emotional suffering.”

Should the Internet have functionality that allows/forces it
to adhere to the differing (censorship) laws of various coun-
tries? Should there be overlays of “national internets” where
local filters state what information can be downloaded? Should
a legal notion of forgive and forget be enforced nationally, if
not internationally? And, at what point do such laws result
in rewriting history? As noted by the Electronic Frontier
Foundation [28]:

At stake is the integrity of history itself. If all
publications have to abide by the censorship laws
of any and every jurisdiction just because they
are accessible over the global Internet, then we
will not be able to believe what we read, whether
about Falun Gong (censored by China), the Thai
king (censored under lese majeste) or German
murders.

While rewriting history is not a new concept (see, for exam-
ple, [63], which describes the “necessity” of rewriting history
books in Russia after the fall of communism and the im-
pact of historical perspectives on Russian identity, and [49],
which examines efforts to re-evaluate the past to understand
the“truth”of events and the approaches used to do so) there
seems to be a movement that expects that what is found on
the Internet is fact, and that such facts are not presented in
the context of any cultural bias, nor as a manipulation for
political or financial gain. For example, studies have found
that undergraduate students with low evaluativism are less
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likely to take into account author perspectives when reading
online material [6].

In fact, our views on information, what is “fact”, how (or
if) information should be presented, and even legal rulings,
all reflect our cultural norms. Thus there is also a social —
and related ethical — component to the notion of “forgive
and forget”. How can a system be designed that takes into
account varying social expectations? Or . . . should we avoid
designing such a system at all and allow new expectations
and norms to develop?

5. NEGATIVE SALIENCE
As with all technologies, these approaches can also be used

to harm individuals in addition to providing them with re-
course against negative depictions and information. We can
look at the above approaches and divide them essentially
into two categories — reprioritization of facts or the inser-
tion of fiction. The positive results from the reprioritization
of facts can be seen from already existing web sites such as
reputation.com [44], which promotes positive information
and demotes (or forgets) negative information. In terms of
fiction, it is possible to create fake friends, fake references,
etc. It is also possible to recast negative events (or events
perceived as negative by some) into a more positive frame.
For example, the drunken pirate photo referenced in Section
2 could be described as being part of a “fake” college play.

With both of these categories, though, it is also possi-
ble to have negative salience. For example, it is easy to
imagine an anti-reputation service that would increase the
likelihood of negative facts surfacing, regardless of the accu-
racy of those facts. One example of this already occurring is
“revenge porn” sites, where angry exes post naked pictures
of their now ex-girlfriends or boyfriends. In this case, neg-
ative “facts” (pictures) are used. In other cases, fiction can
be used, such as by spurned lovers seeking retribution. An
example case of this is a Canadian teacher who is unable
to find work due to cyber-stalking and cyber-bullying from
an ex-girlfriend who has posted untrue comments about the
teacher on various web sites, while the teacher is unable to
have the comments removed [53]. Interestingly one of the
commenters (Digital Culture) on this article suggests equally
flooding the Internet with positive content.

6. CONCLUSIONS
Individuals within society have traditionally enjoyed the

ability to both forgive and be forgiven for social transgres-
sions. Over time, such transgressions were generally forgot-
ten, or at least not the subject of further discussion. In
those cases where the social sin was great enough to not
be forgiven, a person could always relocate and start anew,
without having his past follow him to his new setting. So,
while not forgiven, the act was essentially forgotten.

However, in today’s world, where with one upload an im-
age or text is indexed, cached, copied, made easily search-
able, one can never escape their digitized past. Thus, even
for an event where one would traditionally have been easily
forgiven, there are constant online reminders of the trans-
gression, and new acquaintances, potential employers, recent
co-workers, are all able to easily find this information with
a simple search on the individual. Worse, previously pri-
vate events are now easily found in the public domain (such

as pictures from parties), and the individual can be judged
anew by people who do not even know the context.

There are technical approaches to minimizing undesirable
digital information, such as using ORCON, flooding or ob-
scuring the real information with new or different informa-
tion, changing the semantics of the public information, de-
ceiving the user with false information, and aging data using
cryptographic protocols. However, there are limitations to
all of these approaches; more specifically there are no so-
lutions that can guarantee obscurity for the user. That is,
while technology can make life easier, you cannot put the
proverbial genie back in the bottle once that information
has been made publicly available.

An alternative method is not to change the data or history,
and not to obscure it. Rather, we can break the binding be-
tween most of the data associated with an individual and the
individual identified. A new identity would be created for
the person essentially by (legally) changing their name. As
this does not break the tie with their social security num-
ber, they could still have significant parts of their history
move with them (e.g., educational accomplishments); how-
ever, this can be an expensive procedure and would likely
be imperfect (although we note that women getting mar-
ried have been doing something similar for many decades!).
In an age with sophisticated image search capabilities, more
complete identity change might also require physical alterna-
tions. Nonetheless, it is the closest we can come to “moving
to a new village”, which in its day was also expensive.

The techniques discussed in this paper essentially make
uncovering the truth harder and more expensive. However,
deployment of these and other techniques depend upon indi-
viduals having access to the appropriate economic, political,
and technological resources. Individuals fortunate enough
to have this access, and the ability to apply these resources,
will be “forgiven”, but those less fortunate will not be “for-
given”. For example, even now not everyone can afford to
hire consultants to protect their reputation, and many are
not even aware that these services exist. Legal remedies,
such as the German privacy laws, attempt to provide rights
to all citizens, but for reasons discussed above such remedies
are imperfect, create side effects, and access to legal counsel
needed to apply the legal remedies can be costly.

Even if a perfect technical solution were available, society
needs to determine — on a global scale — how forgiveness
needs to be provided, and what forgetting means — is it the
deletion of data, or some other mechanism (such as being
available only in public records that are not kept online)?
And society needs to determine if, ultimately, not having
information available online in a searchable format is the
equivalent of rewriting history.
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