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ABSTRACT
The information security community is haunted by the failure of
an appropriate break-the-glass access control at the United States
Center for Disease Control that led to an estimated additional 1.2
million deaths in North America in 2036. In this paper we review
what caused the security failures in this system and argue that,
by combining human intelligence with multiple technological ap-
proaches to create a system that emphasizes human approaches to
guide analysis, the failures that occurred will not recur. We also
leverage people and technologies to identify and fill gaps in the
training data to minimize the threat of unexpected events. While
we use this scenario as our running example, we note that our ap-
proach is generalizable to a broader problem space where machine
learning approaches have been deployed to make decisions.
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1 INTRODUCTION
Machine learning has been deployed in numerous contexts over
the past two decades. Abstracting away from the specific problem
domains, machine learning has been used to classify data (such as
in facial recognition systems), discover previously unknown associ-
ations (such as in data exploration), and to make recommendations
based on historical data (such as in recommender systems for sales).
One example problem domain where machine learning has been de-
ployed is in break-the-glass systems, which we use as our running
example through-out this paper.

Break the glass systems have been deployed for nearly a decade.
These systems provide the ability to circumvent access control
systems in the case of emergencies. Originally conceived of as a
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necessary extension to access control, they have evolved to become
intelligent systems that determine not only that the access control
system needs to be over-ridden, but also determine who has the
appropriate credentials to over-rule the access control restrictions.

Current break the glass systems are designed based on deep
learning neural networks, having learned the appropriate escala-
tion responses by using previous emergencies as input. Deployed
systems have been trained on a wide range of emergency cases
within their particular vertical. For example, and relevant to this
paper, is that systems used within the medical community have
all been trained using emergencies and break the glass situations
within that community. Once trained on the generic cases, systems
are specialized with further training examples specific to their de-
ployed environment and based on the access control systems within
that environment.

Sadly, this system suffered a catastrophic security failure during
the 2036 infection, leaving an additional 1.2 million Americans
dead because of the black-box nature of the system. A post-mortem
on this event showed that the system in place at the CDC had
learned to find the nearest person with appropriate credentials
to perform any break the glass actions, rather than finding the
most appropriate person based on the situation at hand. While this
approach is generally sufficient for most emergencies, in this case
it resulted in the delay and incorrect distribution of vaccines.

We review what caused the security failures in this system and
propose using argumentation and other artificial intelligence meth-
ods augmented by human intelligence rather than black-box artifi-
cial intelligence learning systems to make decisions in break-the-
glass scenarios for high-risk environments.

Argumentation is a model where a system evaluates different
“arguments” to determine the best one. Given a scenario, the sys-
tem puts forward an argument and the resulting conclusion. A
counter-argument is then provided, along with a new conclusion.
The system continues in this fashion until all scenarios (arguments)
have been exhausted. The best argument is then chosen based on
the context of the scenario.

In the next section, we describe the details of the 2036 infection.
We then provide relevant background and literature in Section 3,
and an analysis of the failures of the system. Section 4 presents an
alternative approach. Section 5 describes how this approach would
be applied to the 2036 scenario. Underlying problems are outlined
in Section 6, as well as suggestions for reducing or coping with
them. We compare our approach to related approaches in Section
7. We propose generalizations in Section 8 and then conclude in
Section 9.

2 2036 INFECTION
In 2036, doctors reported an increase in an illness that initially had
the same symptoms as the avian flu. However, after approximately
a month, the symptoms worsened, and within two months, around
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65% of the people infected died. The disease spread rapidly, with
thousands of death and illnesses.

At that point, the Centers for Disease Control became involved.
Determining how the disease spread took considerable time; un-
like avian flu, most of the patients appeared to have had neither
direct nor indirect contact with infected animals or contaminated
environments.

The first approach to treating the disease, prevention, required
developing a vaccine to increase immunity of the disease. Such
a vaccine typically takes a long time to develop. The alternative,
which can be done much more quickly, is to develop an anti-viral
drug to treat those already ill. Given the numbers of people with
the disease, the CDC co-ordinated development of this drug, which
was based on a similar but less virulent disease. It did not stop the
disease, but it kept infected people alive. The anti-viral medication
was developed within a few months.

As the CDC got ready to distribute the anti-viral drug, the epi-
demiology experts deployed around the country reported data lead-
ing the CDC to determine that the illness seemed to follow patterns
in the weather. The CDC began to co-ordinate with emergency
response groups to manage the distribution of the drug. As is stan-
dard practice, all the distribution workers were given the anti-viral
drug. Unfortunately, the drug did not prevent the illness; it simply
saved the patient’s life. So many workers got very sick with the
virus. Although they would not die, they were incapacitated during
the critical time when the anti-viral drug had to be distributed.

The CDC had recently adopted an automated system to assist
with the distribution of medicine; the system would prepare the
shipping labels, maps, and distribution guides so that, when re-
quired, the medicine could be distributed quickly. But access to
medicines to be used in a crisis was tightly controlled to ensure it
was distributed appropriately.

In this case, the AI system used a “break-the-glass” algorithm
to determine whom to contact to authorize the distribution. In the
past, all such authorizing people were physically present when
they acted, so the algorithm used examined who was closest to the
medicine, so they could immediately begin the distribution. In this
case, the list began with three people; if none of these could be
reached, it would proceed to the next group. The first was a doctor
who was an expert in infectious diseases. The second was a medical
researcher, in this particular case the one who identified the similar
disease leading to the creation of the anti-viral drug. Farther down
the list was the epidemiologist who determined the spread was
correlated with weather patterns, followed by a meteorologist who
worked on predicting changes in weather. She worked at a site
about 5 hours away from the distribution point.

Performing its analysis, the AI system determined the doctor
was physically closest to the distribution point, and could get there
much more quickly than anyone else. So it notified her that she
needed to open the area and begin sending the medicine out. She
did so. It is estimated that the anti-viral drug saved over 500,000
lives.

A retrospective root cause analysis of the CDC’s performance
examined the co-ordination of the manufacturing of the anti-viral
drug and its distribution. The analysis showed the former worked
as well as possible. But the latter did not. The distribution pattern
did not reflect changes in the spread of the disease due to the delay

in sending the medicine out - a short delay, but a critical one. Had
the meteorologist, who understood how weather patterns would
change, been the distributor, it is estimated that by changing the
planned pattern of distribution, about 1,500,000 lives would have
been saved.

The problem was that the AI system used machine learning to
determine whom to call in the break-the-glass scenario. In the past,
the person closest to the distribution point was the right person, as
the goal was to get the medicine out quickly, and the spread was
not affected by short delays. In this case, though, that assumption,
and history, played false.

3 BACKGROUND
The break-the-glass concept in access control was first introduced
by Povey in 1999 [31]. At this point the concept was a suggestion
(embedded in the concept of “optimistic security”), but since became
more standard, particularly in literature relating to access to health
records. By 2006, there were implementations of this concept in
healthcare systems [7]. We note that Ferreira et al. [7] stated at that
time that “user intervention in defining security procedures is cru-
cial to its successful implementation and use.” Extensions to break-
the-glass concepts were subsequently centered around changing
environments, such as moving health records into cloud-based stor-
age and supporting alternative information delivery models [19].

Two key papers emerged during this time frame, both initially
relatively obscure. The first provided additional context around
break-the-glass scenarios by including time and location into the
access control model [9]; however, this model still utilized role
hierarchies in addition to spatiotemporal information in order to
determine who had permissions for breaking the glass in any given
scenario. The second paper [20] defined a language that allowed one
to infer knowledge gaps and knowledge conflicts, thus providing
more context around break-the-glass scenarios. A third paper was
published shortly thereafter that was prescient, but that never made
an impact — Bishop et al. [3] published a paper that argued against
using black box approaches to life-and-death situations.

The late 2010’s saw a revolution in the usage of machine learn-
ing and artificial intelligence models. These models moved from
academia into mainstream applications, fueling recommender sys-
tems, advertising targeting, political campaigns, and information
security systems. Health care systems did not remain untouched
by this, and researchers started building on the spatiotemporal
break-the-glass [9] and the language inference [20] papers using
standard intelligence approaches. The first breakthrough came in
2022 with a paper by Sutton [37] that provided a comprehensive re-
view of health care situations where break-the-glass was employed,
resulting in a dataset that could be leveraged by machine learning
researchers. A first approach that leveragedNaive Bayeswas used to
predict if the current medical situation warranted providing break-
the-glass access [36]. Support vector machines were also applied
to this same problem and data set, with only marginally improved
results [33]. Both of these approaches determined if breaking the
glass should be allowed by a given individual (a binary decision),
but were not flexible enough to determine that, in the case that
breaking-the-glass is warranted, who should then have access to
the resulting information or be tasked with making the required
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decisions. Thus the precision and accuracy were artificially high,
but when deployed in emergency situations the result was that
several people needed to try to break-the-glass before one that
the system accepted was allowed [21]. (Fortunately these systems
were tested in mock scenarios before deployment, uncovering these
flaws before any systems were deployed and so not impacting on
any emergency situations.) In 2028, a deep-learning algorithm that
provided both functionality was developed [18]. A company formed
around this technology, who tested it and deployed it with success
at numerous health-related facilities, including hospitals, clinics,
pharmacies, and the CDC [8]. It was this algorithm that was in
place during the 2036 infection.

We rely on one other thrust of work in machine learning. Many
of the machine learning algorithms have drawn conclusions in
a manner that can be described but not explained. Some work
had been done on interpretability. Palczewska and her colleagues
examined developing patterns from the influence of various features
of the training dataset [28]; the patterns allowed a model of the
analysis performed by the machine learning system to be developed
and assessed. Zhang and Zhu [44] used visualization as the basis
for building models of convolutional neural networks analysis that
could be explained. Pearl [24, 29] models causality using probability
theory, graph theory, and structural equation models; this approach
also leads to an understanding of how the inferences obtained from
machine learning come about.

Argument-based machine learning means that, through argu-
mentation, an expert can state her knowledge easily and unambigu-
ously, leading to the construction of a knowledge base that machine
learning algorithms use for texting and training [23]. As an example,
Gómez and Chesñevar [10] point out that most machine learning
algorithms are based on quantitative reasoning, and thus require
training data to establish the desired functions, whereas argumenta-
tion is qualitative reasoning. They suggest that the knowledge base
serving as background knowledge for argumentation can be built
from training data. More to our point, they propose applying an
argumentation theory in a machine-learning context. Our approach
is similar.

3.1 Post-Mortem
An analysis of the failures of this algorithm during a post-mortem
of the response to the 2036 infection found that the algorithm had
actually learned to find the subject that was closest to the location
where decisions needed to be made [22]. Given that the training
data consisted of only cases where the closest medical personnel
was able to address the emergency, this was not a surprising result.
However, when deployed in real access control systems, particularly
the CDC’s, many more personnel were included, not just medical
personnel, because at that point it was recognized that a variety of
specialities were required to solve many medical problems. It was
this gap between training data and real data that resulted in the
failure of the AI-based access control system.

The post-mortem considered first what failed in the process.
The approach chosen was to model the process of preparing the
medicine for distribution and distributing it. From that model, the
analysts generate a fault tree that showed what sequences of fail-
ures would cause the process to fail. By identifying single points of

failure, the analysts can design additional steps to compensate for
the failure, and prevent it from recurring given the same circum-
stances. The advantage of this approach is that the reasons for the
failures are irrelevant to locating the weak points of the process.
If a step fails, why does not affect the effect the failure has on the
result of the process.

The disadvantage of this type of analysis is that the model must
reflect the process accurately and completely. In practice, one fo-
cuses on specific parts of the process in order to do a thorough
analysis of the steps of interest. One refines the steps into substeps,
and those further, until the model reflects how the process actually
works. In this case, the fault was known, and so the analysis could
focus on modeling the specific part of the process — the distribution
— that broke down.

The second disadvantage is that, although the reasons for the
failures of steps leading to a failure of the process are not relevant
to the process’ failure, they are very relevant to why the process
failed. There is a difference between a transformer going off-line
because a breaker was thrown, and a hurricane destroying the
power distribution system using that transformer. In both cases,
the failure is the same: people lose power. But recovery for these
two events is very different. In one case, a transformer is reset or
replaced, which (presumably) takes place relatively quickly. But
restoring the power distribution system will take at best days, and
possibly weeks or months. Thus, the cause affects recovery — and
in the case of our scenario, it is critical for the failed process of
distributing the medicine to recover, that is to begin distribution,
as quickly as possible.

Therein lies the problem. Recovery mechanisms must take into
account the reasons for failure, and so the causes of the failures
must be anticipated to some degree. The countermeasures must also
be known and be feasible. But in all previous cases, the distribution
involved medical personnel who worked with the medication or
who had supervised medicine distribution. The machine learning
algorithm’s training data set did not include the weather, and all the
primary distribution personnel getting ill, as none of the developers
thought about it; and as previous situations were never affected
by the weather, the machine learning algorithm never learned to
include it. In some sense, this is a form of data poisoning, but the
problem is not deliberate corruption of the training set; the problem
is one of omission.

Thus, the machine learning system failed because of incomplete
training data, and because of a novel situation.

4 APPROACH
Unique situations arise repeatedly in life. In most cases, one can
solve problems created by these situations by generalizing lessons
learned from similar yet different situations. A child’s hand is
burned when she touches a hot stove; she refuses to put her hand
over a candle because she feels the heat of the candle, and it reminds
her of the heat of the stove. But sometimes generalizations are not
obvious. Dry ice is cold, so the lesson learned does not apply, and
if a child has never encountered that level of coldness, they might
believe that something cold cannot hurt them. Dry ice is fundamen-
tally different than a stove or candle, because it involves cold, not
heat. And yet when the child touches it, she will get a burn.
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The problem is when unique situations arise in critical operations
such as matters of life and death, and previous experience fails to
generalize to include the situation. If they are analogous to other
such situations, they can be handled in a similar way. But in other
cases, the similarity is deceiving, and following the same path as
the earlier incident will cause failure, as happened here. Thus, we
must find an approach that takes into account the factors of the
incident and yet not rely too heavily on the past.

In order to do this, we propose a system that has three key
differences from existing systems:

(1) Given that humans are still the gold standard when it comes
to reasoning and problem solving, especially in new and
previously unseen circumstances, we propose a system that
more closely emulates human thought processes in terms
of logic (argumentation) rather than at the biological level
(neural networks).

(2) Humans are still superior at creativity and “thinking outside
the box” and so we leverage these capabilities through the
use of red teaming the break-the-box system in order to
better ensure that all possible contexts have been considered.
We note that this is explicitly different from the majority of
deep learning aproaches which focus nearly exclusively on
historical data. (There are exceptions to this, such as in [12]
and [17], however these approaches are largely limited to
academic work and have not seen deployment in products.)

(3) We propose the usage of a combination of technologies,
rather than focusing exclusively on a single technology (e.g.,
deep learning). Specifically, we make the case for a system
based on argumentation but still leveraging neural network
techniques to help develop and improve the system.

4.1 Argumentation
Using predicate calculus or other logics would be ideal, because
we can reason from a set of hypotheses to reach a conclusion, and
rigorously validate that conclusion. The problem is that interests
compete, and so the weighting of the facts is uncertain; we do not
know which should dominate. So we need a method that allows
for incomplete and imprecise knowledge, and further allows us to
reconstruct the chain of reasoning that led to the conclusion, here
determining whom to notify.

Most forms of machine learning do not allow this reconstruction.
Some forms are straightforward enough to allow a reviewer to
determine why a particular classification was reached; for example,
k-nearest-neighbor is intuitively clear. But it is also less accurate
than other methods, and more complex mechanisms such as neural
nets do not provide the reasoning that leads them to draw particu-
lar conclusions. As noted in Section 3, while work has progressed
in network interpretability for approximately two decades, it is
still not at the stage of providing human-understandable reason-
ing of decisions, particularly for complex environments that do
not involve image processing. They are therefore in a sense “black
boxes” validated by having them operate on test data with known
conclusions, and comparing the results from the machine learn-
ing algorithms with those known conclusions. Thus, a different
approach is needed.

D So, Q, C

Unless
R

Since
W

On account of
B

Figure 1: Structure of an argument

The approachwe propose is argumentation, supplemented by red
teaming by both human teams and generative adversarial networks
(discussed in section 6).

4.2 Background on Argumentation
We use as our basis Toumlin’s study of argumentation [38]. He
defines an argument as a possibly qualified claim that is proposed,
and the supporting data and reasoning. More precisely an argu-
ment puts forward a conclusion, or claim, supported by facts and
reasoning based on those facts. His view is that the reasoning to
arrive at a conclusion, and the facts upon which that reasoning
relies, is important, as well as the conclusion. Further, conclusions
can be invalidated by arguments using different facts and reasoning.
Toulmin [38] We use the following terms.

• Data D are the facts upon which the argument is based.
• The warrantW is the reasoning that uses the data to support
the claim.

• Backing B is information that supports the reasoning itself
(as opposed to the data to which the reasoning is applied).

• A claim C is the proposition being put forth.
• A qualifier Q is a limitation or statement of strength for the
claim.

• A rebuttal R is a statement of circumstances upon which the
reasoning of the warrant would be incorrect or irrelevant.

Figure 1 illustrated the relationship of these terms.
As an example, consider the question of whether Matt is a regis-

tered student at UC Davis. The facts (D) are that he attends classes
on campus, turns in homework, and takes the exams. Since (W )
someone who does that is generally a registered student, on account
of (B) people taking a class wanting to receive credit for work done,
so, (Q) presumably (C) Matt is a registered student, unless (R) he is
an auditor. Figure 2 shows this in the framework of an argument.

Dung [6] expanded on this by developing a theory around the
acceptability of arguments. He defines an argumentation framework
as a set of arguments and a binary relation on that set. The binary
relation, “attacks”, means that the first argument is a challenge to,
or contradiction of, the second. For example, a parent asks a child
if she ate the cookie. The child replies that she did not. The parent
then points out there are cookie crumbs around the child’s mouth.
Treating these as arguments, the second attacks the first (because
it contradicts the first) and the third attacks the second. In this
framework, an argument ends when no arguments attack one of
the claims, or when all but one of the arguers surrenders.

We will apply these ideas to the scenario to see how such a
catastrophe might be avoided.
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Matt is
attending
classes

So, presumably, Matt is a regis-
tered student

Unless
Matt is an
auditor

Since
Someone doing the
class work is gener-
ally a registered stu-
dent

On account of
Wanting to get
credit for work
done

Figure 2: Example of an argument

5 APPLICATION
In our case, the goal is to determine who to contact to supervise
the distribution of the medicine.

We first gather facts. The relevant facts for the distribution of
medicine are the nature of the medicine, especially its volatility, po-
tency, and handling requirements; the manner of distribution; and
the factors that affect how it is to be distributed. Relevant to these
are how the disease spread, and who can begin the distribution.

Our goal is to minimize the spread of the disease. To this end,
we give weight to arguments, in the following way (least weight to
most); the justification for this ordering is the goal of minimizing
the spread of the disease.

(1) Arguments not involving people knowledgeable about the
spread of the disease or how to run a large-scale distribution
of medicine;

(2) Arguments supporting people knowledgeable about the spread
of the disease;

(3) Arguments supporting people knowledgeable about how to
run a large-scale distribution of medicine; and

(4) Arguments supporting people knowledgeable about both the
spread of the disease and how to run a large-scale distribution
of medicine.

Our argumentation proceeds as follows.
D1. The default vaccine distribution process failed.
W1. A person needs to intervene.
C1. Someone must be notified to intervene (the “break the glass”

component)
D2. There is an ordered list of people, and their expertise, to

notify.
W2. Someone is needed to determine how the medicine is to be

distributed.
C2. Select a person based upon their expertise and availability.
D3. The first person on the list is an expert in infectious diseases.
W3. The disease is an infectious one.
C3. Notify the first person on the list.
So far, the argument has been straightforward. But now, other

factors come into play.

D4. The spread of the disease is controlled by environmental
factors (specifically, the weather).

W4. The first person on the list is not an expert on how environ-
mental factors affect the spread of the disease.

B4. Being an expert in how infectious diseases affect people does
not necessarily mean an understanding of how the disease
spreads.

R4. The first person on the list has the most expertise on how
the disease spreads.

C4. Someone other than the first person on the list should be
notified.

Claim C4 attacks claim C3. Given the goal is to minimize the
spread of the disease, and the weighting of the arguments given
above, C4 has greater weight than C3, so C4 is more believable
than C3. Note that R4, the rebuttal to W4, is read as if prefixed by
“Unless”, so it is stating a negative. We now examine who should
be called, and incorporate another factor.
D5. The vaccine must be handled carefully to retain its full po-

tency.
W5. The medical researcher who created the vaccine knows how

delicate it is, and how to handle it.
C5. The medical researcher should be notified.
But another consideration arises: the environmental impact upon

the spread of the disease.
D6. Whoever is notified must understand weather patterns.
W6. The weather affects how the disease is spread.
B6. The virus is transmitted through the air.
C6. The epidemiologist and meteorologist understand how the

disease spreads.
Of the two people identified in C6, which should be notified?

Our goal comes into play.
D7. Whoever is notified must be able to forecast how the wind

blows.
W7. Future weather patterns control how the virus will spread

in the future.
B7. The virus is spread through the air.
Q7. Usually
C7. Meteorologists can predict the weather accurately.
D8. The meteorologist can predict the weather accurately (claim

C7)
W8. The goal is to stop (ideally) or limit (realistically) the spread

of the disease.
C8. The meteorologist should be notified.
We now have two claims that attack one another, C5 and C8. To

determine which is more credible, we must weigh the risk to the
distributors against the risk that the disease will spreadmore rapidly
than otherwise. With only these claims, the weighting C8 — which
deals with how the disease will spread – has greater weight than C5.
But another factor comes into play: the danger of mishandling the
medicine. The key is to ensure the medicine is handled properly.
D9. Being exposed to too much of the vaccine will make a person

ill.
W9. The distributors must be well to distribute the medicine.
R9. The medicine is handled improperly.
Q9. Usually
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C9. The distributors will not become ill.
Again, R9 should be read as if prefixed by “Unless”.
So argumentation says that C9 attacks C5, but no argument

attacks C8. Hence C8 is the convincing argument. Hence the mete-
orologist who works with the CDC should be notified.

Ignoring the weights given to the arguments by the ordering
described above, this particular argumentation sequence has an
interesting feature: a loop. The argument culminating in C5 at-
tacks the argument culminating in C8, because it asserts something
contrary to C8. But argument culminating in C8 does the same
against C5. In our case, we had an additional argument, the one
that culminated in C9, that also attacked C5 but not C8. Therefore,
as C5 was attacked by two different arguments, and C8 by one, the
argument culminating in C8 is the more credible argument.

5.1 Perturbations
In the above arguments, the goal of distributing the medicine is
to get it to the people who are currently uninfected. This can be
seen from the use of weather prediction: where will the airborne
virus go next? Consider though a different goal: the goal is to get
the vaccine to people in areas where the disease is prevalent, to
treat those who are ill first. In this case, the future spread of the
disease becomes less important than the areas where the disease is
currently prevalent. So, now, we have other arguments to consider.
D10. Whoever is notified must understand where the virus has

spread.
W10. The epidemiologist has been studying the spread of the dis-

ease.
B10. The data provided by CDC field workers shows spread of

the disease.
C10. The epidemiologist should be notified.
Now this argument attacks both arguments culminating in C5

and C8. Further, those two also attack this one. Again, the argument
culminating in C9 attacks that culminating in C5, but not C8. So we
examine the arguments for C8 and C10. We note that C8 is based
on stopping the spread of the disease, which has greater weight
than C5.
D11. Distribution requires knowledge of where the disease has

spread.
W11. The goal is to get the vaccine to people who are already

infected.
C11. Someone who knows where the disease has spread should

be notified.
And now this argument attacks C8 but not C10. So we accept

the argument culminating in C10.
Now, suppose environmental factors affect the effectiveness of

the vaccine. In that case, the distribution is controlled by deciding
which is more critical, the spread (and accept in some places the
vaccine will be less effective) or the effectiveness (in which case
some folks won’t get the vaccine and so will become ill). In the
former case, the epidemiologist would be identified as the person
to notify first (see the argument ending in C10).1 In the latter case,
a new argument is introduced:

1If stopping the spread were more critical, then the meteorologist would be notified,
as argued by C8).

D10. The person notified must understand how the medicine in-
teracts with the environment to which it is distributed.

W10. The vaccine loses its effectiveness if environmental factors
are not right.

C10. Someone who developed the vaccine and best understands
its interactions should be notified.

This attacks the arguments ending in C8 and C10, but not C5,
and is not itself attacked. Hence we accept it, and consequently the
argument culminating in C5.

5.2 Summary
Applying this to the infrastructure that the CDC and its machine
learning system have developed, one would need to gather facts —
information about how a disease might spread, and the expertise of
people on the “break-the-glass” call list. Once the machine learning
algorithm determines that someone on the list must be notified, the
argumentation system takes over. The information about the crisis
is weighted either by the machine learning system or the argumen-
tation system based upon the stated and predetermined goals, and
based on those weights and argumentation determines whom to
call. In essence, the machine learning algorithm determines that
something is unknown and so “breaks the glass”; argumentation
is then used to arbitrate between the selection of specific actions
because the data is incomplete.

6 UNDERLYING PROBLEMS
This approach has four main problems. None are insoluble, but all
must be handled in some fashion.

6.1 Training
First, the factors relevant to the goals must be determined. This re-
quires an analysis of the goals, and from that the specific constraints
must be derived. These constraints will dictate what environmental
and other factors affect the process meeting the stated goal. From
these factors, one can deduce the requirements, which in turn iden-
tify the nature of the facts needed for argumentation to succeed.
Much of this process can probably be automated.

However, while much of the process itself can likely be auto-
mated, determining the factors relevant to the goals requires deeper
domain knowledge. Using the CDC case as an example here, if an
argumentation system had been developed that had not considered
weather as a possible vector for disease spread, then the correct
arugment would never have been generated. The difficulty with this
process lies in ensuring that the development team has considered
not only all of the usual cases, but also all of the possibly edge cases
as well, regardless of how improbable those cases may be. The end
goal is to have a complete model of the knowledge required to
make appropriate decisions for the deployment domain. As with
machine learning models, it is possible to have an initial base model
that can be provided (a teacher model for transfer learning, see eg
[32] for examples in the neural network domain), but that model
will still need to be configured for its specific environment. We
expect that to address this, developers will follow a spiral model of
some form that consists of development and testing (see subsection
below), which will further inform development, repeated until a
stable system has been produced.
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6.2 What I Say Versus What I Do
Second, there is a gap between what people do and what they are
aware of doing. In this context, the discrepancies are important
to understand because they may, or may not, affect the ability of
the organization to follow the process identified as necessary to
meet the stated goals. This requires interacting with the staff and
other domain experts to identify factors and procedures, and then
iterate until the models of the process and the identification of the
facts is as complete as possible [5, 45]. This technique has been
used successfully to improve software development, medical, and
election processes [2, 27, 43].

6.3 Testing
How to properly test such a system needs to be determined. One
way is to have the equivalent of a red team exercise in which an
outside team of experts would develop a series of scenarios that can
be used to test the break the glass system. This red teamwould need
to understand the context and environment in which the system
was deployed, as well as the organizational culture. Further, they
would need the education and expertise to be able to conceive of
edge cases based on what they had studied and experienced. And
even with such a testing process in place, the tests are limited by
the imagination of the testers. It is possible that the designers and
testers will overlook causes of failures that have potentially dire
consequences; however, they are more likely to cover possibilities
that a system should consider than a machine learning approach
based on limited historical and training data.

The structure of the test is that of a table-top exercise. The goal of
the test is to identify gaps in the training sets, and any assumptions
that the argumentation engine begins with — such as the weighting
used to choose between conflicting arguments. The adversaries
here are people with knowledge of the processes (as described in
Section 6.2). Their goal is to generate scenarios that the machine
learning and argumentation system can try to handle — and then
they can determine if the matter were handled correctly. The system
we propose would be tailored for interpretability, so the adversaries
could see why the system made the choices it did. The state of the
art for interpretability has advanced sufficiently to enable this.

Counterfactuals are a useful tool here. A counterfactual is a
claim about matters that are not believed to exist when the claim
is made [4]. It has been used to examine issues in disparities in
test scores among various populations [16], diversity initiatives
in business organizations [42], and consent in experiments that
involve deception [41]. In terms of computer security, the concept
of “think like an attacker” is the ability to create counterfactuals
that describe what the attacker can do. Risk analysis also is coun-
terfactual analysis, because the analyst examines possible future
events, many of which will prevent others from occurring. Herley
and Pieters point out their necessity in computer security [14], and
the table-top exercise is no exception.

During the table-top exercise, the participants will be asked to
imagine catastrophic situations as well as problems arising from
failures or misunderstandings. These may be based on events in
the past, but with suitable modifications to exacerbate the situation.
The advantage to this approach is the results of the exercise can
then be compared to the results of the real situation, to see what

changes would have more closely met the needs of the counterfac-
tual situation. They may also draw on their imagination to create
scenarios, and evaluate the results with respect to some metric (for
example, the number of people who get ill, the difficulty of procur-
ing the medicine, and perhaps the effect of political or bureaucratic
constraints).

A variant of this is to test the break the glass system symbol-
ically. Here, testers create scenarios that are fed directly to the
argumentation system, just as was done with question-answer sys-
tems and expert systems [13]. These scenarios have outcomes that
the testers believe are appropriate. The argumentation system’s
responses would then be tested against the known “good” results.
This is similar to the red team exercise, except that exercise would
test the machine learning component as well — does it “break the
glalss” at appropriate times? Here, the testers assume the glass has
been broken already, that they have all known scenarios, and are
testing only against these known scenarios.

A third approach to testing leverages generative adversarial
networks (GANs) [11]. GANs consist of twomodels, a generator and
a discriminator. Traditionally, the disriminator learns to distinguish
between real and generated (or fake or malicious) data. Meanwhile,
the generator attempts to create fake data that has characteristics
such that the discriminator classifies the data as real. First developed
for images, GANs were subsequently modified for use with text
(e.g., [35]). While this approach saw widespread use initially with
trying to detect malicious training data and, later, with countering
the spread of fake news [34], its popularity waned and its usage
remained confined to these niche areas.

Here, we propose using this same framework to test the argumen-
tation system. The goal of the discriminator is broadened beyond a
binary response to one of determining the appropriate authority in
a break-the-glass situation. More specifically, the discriminator is
the augmented argumentation system we propose. The generator,
in contrast, takes known scenarios and attempts to modify them so
that the discriminator provides a different authority as a response.
When the generator has achieved this goal, a person is charged
with looking at the results to determine if the new scenario created
by the generator is realistic and, if so, if the argumentation system
responded appropriately or needs to be modified.

6.4 Explanations and Reasoning
Given this is an unusual (“break-the-glass”) situation, understand-
ing why the system determines whom to contact, and how that
determination was made, is important both to understand the ef-
fects of the algorithms used, and to enable an evaluation of how
well the system works. If a human sees the result before it is acted
upon, an explanation also serves as a check to ensure the system
does not make unreasonable decisions.

Pieters [30] describes three different types of explanations:
• Traces present a detailed record of reasoning steps.
• Justifications present a logical argument for the action.
• Strategies are high-level approaches for solving a class of
problems.

For our purposes, the first two of these are of interest. When
reporting a result or taking some action, both the underlying ma-
chine learning system (or other system) and the break-the-glass
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system need to provide justification in a form a human observer
can understand. They also should log the traces of events and in-
termediate decisions leading up to the final result or action. The
latter may be too much to review before taking action. However, at
any post mortem, the auditors can use the traces to determine what
information, and what steps in the chain of intermediate decisions,
led to the result or action.

For the argumentation system, the chain of decisions will be
straightforward; nevertheless, the facts leading to each decision
in the chain may not be obvious and so must be recorded in the
trace. For the underlying machine learning system, obtaining a
trace is straightforward; merely record all the values at each part
of the internal evaluation engine (for example, at each node of a
neural net). The problem is using these to develop a justification
for a decision. The trace indicates what happened, but does not
explain the effects of the inputs and outputs, and that leads to a
lack of justification — which is critical to understanding why the
break-the-glass occurred.

6.5 Attacks on the System
An additional complication occurs if the databases containing the in-
formation about the spread of the disease are corrupted maliciously.
In that case, the assigned weights will probably be incorrect, re-
sulting in erroneous actions by the machine learning system (here,
failing to recognize this is a “break-the-glass” situation) or the argu-
mentation system (here, failing to recognize the criticality of future
weather patterns). The argumentation system can take this possible
attack into account by obtaining evidence about whether such an
attack has occurred, and using argumentation to determine how to
handle such an attack (assuming it occurred).

6.6 Conflicts in the System
Being largely a collection of rules, an argumentation system can be
incorrect. As alluded to in Section 5, in an application, an argument
can get into situations that are analogous to deadlock, where two
claims attack one other, or into a loop where the arguments cul-
minating in a claim attack the arguments culminating in another
claim and vice versa. In essence, the rules can lead to situations that
violate a liveness property. Besides deadlock and loops, liveness
can be violated if situations arise in which no warrant applies; for
example, if the arguments are incomplete.

Also, an automated argumentation system can provide claims
that are not what the human designer of the system intended,
analogous to a violation of a safety property.

In the verification literature, safety corresponds to “nothing bad
happens” and liveness to “something good happens”.

Liveness can be checked by dynamic analysis as the argumenta-
tion proceeds either by human intervention or automated analysis,
similar to on-line deadlock detection in multi-processing. Safety can
be checked by human intervention that notes unexpected claims
or through assertions on expected claims that are continuously
checked.

Static analysis can, in principle, also be used since the rules for an
argumentation process are in essence a program and the analysis
corresponds to program verification. O’Keefe and O’Leary [25]
survey verification methods for expert system rules, a good starting

point for the static analysis of argumentation systems. Analogous
to program verification, static analysis for an argumentation system
can in principle guarantee that liveness or safety are assured for all
input.

As discussed above, errors in the rules that constitute an argu-
mentation system can lead to unexpected claims or to the argumen-
tation process failing to terminate.

Besides the “logic” of the rules, the weights assigned to argu-
ments could be in error, given that they are human-set. Although,
it is difficult to formally verify the weights since they are largely
subjective they can be to a certain extent analyzed. A higher weight
argument would have clauses that cover those of a lower weight
argument. And, as indicated in Section 5, the justifications for a
higher weight would, in some sense be more important than those
for a lower weight argument.

7 COMPARISON TO RELATED APPROACHES
While much has been written in the mainstream media regarding
the failures in the systems that led to the large number of deaths
during this infection, little has been done in the academic arena.
Within the media, the main question has centered around why
there wasn’t more human intervention. Thus we consider the first
alternative approach to be less automation.

A more desirable approach is to have a human monitor the dis-
tribution process and intervene when a “break-the-glass” situation
occurs. In fact, two people were supposed to be monitoring the
process, and when they agreed intervention was necessary, they
were to intervene. The problem that the review found was the lack
of co-ordination between the two monitors. Each thought the other
would indicate when they saw a problem, and so waited to react.
The review group recommended reorganizing the monitoring so
that one monitor could “break the glass”, but also keeping the auto-
mated system to work with the monitors and to “break the glass” if
for some reason the human did not.

We note that the review recommended keeping the automated
system — this is important in case one or both of the monitors
become ill or are otherwise unavailable (e.g., at the hospital with
a loved one). Thus, we still feel that the system proposed in this
paper is important and needs to be developed to provide such a
back-up system. (We also hope that this approach can be taken in
other instances where there is an over-reliance on machine learning
based on historical data that may not cover all eventualities, such
as in many government systems, SCADA systems and financial
systems.)

To date, no alternative approaches to using deep learning for
break-the-glass scenarios have been proposed in the academic liter-
ature. We thus hypothesize an alternative based on our background
literature survey. Specifically, it seems reasonable to expect that an
approach that combines human reasoning with neural networks
should be possible. As identified in Section 4, there is previous work
that combines human learning with deep learning to create hybrid
systems that perform better. These combinations typically take
one of two forms: (1) leveraging human intuition to create better
training sets (which we use here in some sense in terms of the red
team models) and (2) combining expert systems-type approaches
with deep learning and neural networks. In either of these cases,
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the aim is to improve on the limited black-box nature of neural
networks by leveraging human intuition. While these approaches
are bound to be better than the current historical-only learning
approach — especially the first combination — they do not have the
added advantage of allowing for human understanding of the logic
and argument process. The ability to easily represent the logic of a
particular decision allows the system designer to determine if there
is missing information or flaws in the logic, thus allowing more
effective debugging and a system that more closely adheres to both
policy and expectations.

Other possible approaches include alternative forms of machine
learning, such as decision trees and logops (logical operations, first
published by Holmes and O’Kelly-Davis [15]); however these ap-
proaches also suffer from the heavy use of historical data. Logops is
perhaps the closest machine learning approach to argumentation,
which consists of a series of statistical analyses that determine the
appropriate next steps but in a manner that allows for the skipping
of intermediate steps (see Olivaw[26] for a detailed description).
The next steps can be thought of as similar to arguments, but with
a statistical analysis being used to determine the arguments to be
given the greatest weight. It is the statistical analysis that is the
greatest weakness in these scenarios as it is historically based only,
and determining appropriate statistical weightings to arguments is
difficult to do without real data.

8 GENERALIZABILITY
As we noted in the introduction, the use of argumentation instead
of machine learning extends beyond break-the-glass scenarios. In
particular, this approach is particularly useful for scenarios where
a decision based on logical deduction is required. That is, it is
not useful in all instances where machine learning is employed.
For example, machine learning works well for image processing
tasks such as facial recognition, where an argumentation system
would be cumbersome at best (e.g., the arguments would end up
being descriptions of facial qualities that would still require image
processing to detect). But there are other areas where machine
learning is perhaps being used inappropriately, such as in situations
where a logical decision needs to be made and where it is easily
conceivable that historical events do not capture all possibilities.

Argumentation is particularly well-suited for situations that
require auditability, such as when there is an intersection between
technology and society. Extending the infection scenario further, a
situation can be envisioned where the correct public policy might
involve sacrificing some number of people, rather than attempting
to save everyone. Argumentation is useful here for two reasons:

(1) The logic that the system has used to determine the result
(e.g., who should be contacted in a break-the-glass situation)
can be presented in an easily understood way to the system
operator. Thus the logic can also be reviewed by a person
to ensure that no information has been missed, and that
the end result makes sense. This further ensures some level
of accountability, as policies can be structured such that a
person needs to approve the result from the algorithm. This
is particularly useful in situations where the “right” answer
is not necessarily the ethical answer, and so having this
oversight is crucial.

(2) The arguments in this system can be structured to take into
consideration policies (such as public policy) rather than be
based solely on historical information where policies would
only be learned implicitly. This does, however, come with a
couple of caveats. First, an appropriate weighting needs to be
assigned to any policies such that a system can also represent
when it might be appropriate to break the policy, or when the
policy should over-rule other possible results. Secondly, this
underscores the need for having an appropriate development
team and an appropriate red team, such that the contributors
in each of these are not solely technology people but rather
encompass those who set policy as well.

There are two additional requirements on argumentation that,
as future work, will help the system generalize further. The first
is that some approach is needed to update rules in the system as
missing rules are discovered and to update existing rules with new
information. For example, public policy often changes with changes
in government, and so an approach that allows for updating these
policies (hopefully without simultaneously requiring extensive red
team testing) is required.

The second area of future work is on system self-awareness.
While it is noted above that accountability can be built into the
system by requiring a human operator to concur with the system’s
recommendation, ideally the system would be able to determine
when it might need additional information. Confidence scoresmight
be useful here, with a low confidence answer from the system
resulting in the equivalent of the system knowing that it needs
to ask for help rather than provide an automated response. Given
that an automated system can not understand the ethics of a given
situation, integrating the oversight of an operator to validate the
system is necessary.

9 CONCLUSION
In this paper we describe an approach — argumentation — that can
be used to replace certain “black box” machine learning algorithms,
focusing on an example scenario for breaking the glass in access
control systems. Argumentation is a modeling approach that uses
logic to determine the best outcome by creating arguments, devel-
oping conclusions, and then following up with counter arguments
and thus counter conclusions. The context is applied to determine
which argument has the most weight, and thus which conclusion
should be chosen.

Most effectivemachine learning approaches are essentially “black
box” in the sense that why they arrived at their outputs is unknown.
The methods used by machine learning are of course known — but
why was one weight assigned in the interior of a neural net rather
than another weight? This intuition causes people to not under-
stand why the machine learning systems produce the outputs —
they accept that the outputs are right, or rather that errors are
negligible.

Unfortunately, unexpected events sometimes occur, and then
the training and history fail. That is what happened here. Indeed,
the best red team testers look at how the security mechanisms
and procedures work, tease out the underlying assumptions, and
then take actions that violate them. They bank on the defenders
believing their assumptions will always hold, or — even better —
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being ignorant of their assumptions. Mimicry attacks [40] work
this way; they analyze the algorithms, sometimes indirectly, and
then introduce perturbations or changes that cause the algorithms
to fail because the attackers mimic acceptable sequences of actions,
but in such a way that they compromise the system. Social and
political structures are also vulnerable to this type of attack, as Saul
Alinsky [1] and Sun Tzu [39] have demonstrated.

Indeed, this was one of the causes for the multitude of computer
security disasters seen over the past ten years. In the first part of
the 2020 decade, security firms and agencies believed the attacks
were becoming so sophisticated and changing so rapidly that only
machine learning could provide effective defenses, and so they
integrated those systems into the security software and systems
they sold and used. Adversaries exploited this by finding attacks that
were not present in the training and testing data sets. The resulting
compromises of systems were not in and of themselves disastrous;
what was disastrous was the unwillingness of people to believe
they had been compromised, because the machine learning system
reported no successful attacks. Instead, the data and problems that
resulted were ascribed to non-cybersecurity problems. The point
is that black box approaches, such as deep learning, learn solely
from previous experience and are thus unable to “think outside
the box”, or take into consideration new information that has not
been part of any previously learned scenario (its training set). The
result of this failure can be catastrophic, particularly in life or death
situations.

The application of argumentation in future break-the-glass sys-
tems provides an assist to situations which the machine learning
systems cannot handle. They also force the site to examine their sys-
tems, procedures, and environments to provide weighting factors
and ancillary data that the argumentation system can use to arbi-
trate between arguments. In this way, argumentation systems can
help prevent disastrous scenarios such as what happened during
the 2036 epidemic.
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